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Arellano-Bond linear, dynamic panel data estimator

        xtabond2 depvar varlist [if exp] [in range] [, level(#) twostep robust noconstant small noleveleq gmmopt [gmmopt

                gmmopt ...] ivopt [ivopt ivopt ...] artests(#) arlevels h(#)]

    where gmmopt is

        gmmstyle(varlist [, laglimits(# #) collapse equation({diff | level | both}) passthru])

    and ivopt is

        ivstyle(varlist [, equation({diff | level | both}) passthru mz])

    xtabond2 is for use with cross-section time-series data.  You must tsset your data before using xtabond2; see help tsset.

    All varlists may contain time-series operators. See help varlist.

    by ... : may be used with xtabond2 if no time-series operators are used in the command line; see help by.

    xtabond2 shares features of all estimation commands; see help estcom.

    The syntax of predict following xtabond2 is

        predict [type] newvarname [if exp] [in range] [, statistic]

    where statistic is

        xb          bx_it, fitted values (the default)

        residuals   e_it, the residuals

Description

    xtabond2 can fit two closely related dynamic panel data models. The first is the Arellano-Bond (1991) estimator, which is

    also available with xtabond, though without the two-step finite-sample correction described below.  It is sometimes called

    the "difference GMM" estimator.  The second is an augmented version outlined in Arellano and Bover (1995) and fully

    developed in Blundell and Bond (1998). It is known as "system GMM." Consider the model

    y_it = x_it * b_1 + w_it * b_2 + u_it      i=1,...,N;     t=1,...,T

    u_it = v_i + e_it,

 where

    x_it is a vector of strictly exogenous covariates;

    w_it is a vector of predetermined covariates (which may include lags of y) and endogenous covariates, all of which may be

            correlated with the v_I (Predetermined variables are correlated with past errors. Endogenous ones are correlated

            with past and present errors.);

    b_1 and b_2 are vectors of parameters to be estimated;

    v_i are unobserved group-level effects;

    e_it is the observation-specific error term;

    and E[v_i]=E[e_it]=0, E[v_i*e_it]=0, and E[e_it*e_is]=0 for each i, t, s, t<>s.

    First-differencing the equations removes the v_i, thus eliminating a potential source of omitted variable bias in

    estimation.  (However, in first differences, predetermined variables become endogenous.) Arellano and Bond (1991) develop

    a Generalized Method of Moments estimator that treats the model as a system of equations, one for each time period.  The

    equations differ only in their instrument/moment condition sets.  The predetermined and endogenous variables in first

    differences are instrumented with suitable lags of their own levels.  Strictly exogenous regressors, as well as any other

    instruments, enter the instrument matrix in the conventional instrumental variables fashion: in first differences, with

    one column per instrument.

    A problem with the original Arellano-Bond estimator is that lagged levels are often poor instruments for first

    differences, especially for variables that are close to a random walk.  Arellano and Bover (1995) describe how, if the

    original equations in levels were added to the system, additional moment conditions could be brought to bear to increase

    efficiency.  In these equations, predetermined and endogenous variables in levels are instrumented with suitable lags of

    their own first differences.  Blundell and Bond (1998) articulate the necessary assumptions for this augmented estimator

    more precisely and test it with Monte Carlo simulations.  The main assumption is that E[v_i * D.e_it] = 0: the unobserved

    country effects are not correlated with changes in the error term.  Bond (2002) is a good introduction to these estimators

    and their use.

    xtabond2 implements both estimators. It includes the Arellano-Bond test for autocorrelation, which is applied to the

    first-difference equation residuals in order to purge the unobserved and perfectly autocorrelated v_i.  AR(1) is expected

    in first differences, because D.e_i,t = e_i,t - e_i,t-1 should correlate with D.e_i,t-1 = e_i,t-1 - e_i,t-2 since they

    share the e_i,t-1 term.  But higher-order autocorrelation indicates that some lags of the dependent variable, which might

    be used as instruments, are in fact endogenous, thus bad instruments:  that is, y_i,t-s, where s is the lag, would be

    correlated with e_i,t-s, which would be correlated with D.e_i,t-s, which would be correlated with D.e_i,t if there is

    AR(s).

    xtabond2 also reports a test of over-identifying restrictions--whether the instruments, as a group, appear exogenous.  For

    one-step non-robust estimation, it reports the Sargan statistic, which is the minimized value of the one-step GMM

    criterion function.  But the Sargan statistic is not robust to heteroskedasticity or autocorellation.  So for one-step

    robust estimation (and for all two-step estimation), xtabond2 reports the Hansen J statistic, which is the minimized value

    of the two-step GMM criterion function, and is robust.

    As linear GMM estimators, the Arellano-Bond and Blundell-Bond estimators have one- and two-step variants.  But though

    asymptotically more efficient, the two-step estimates of the standard errors tend to be severely downward biased (Arellano

    and Bond 1991; Blundell and Bond 1998).  To compensate, xtabond2, unlike xtabond, makes available a finite-sample

    correction to the two-step covariance matrix derived by Windmeijer (2005).  This can make twostep robust more efficient

    than onestep robust, especially for system GMM.

    The syntax of xtabond2 differs substantially from that of xtabond. xtabond2 almost completely decouples specification of

    regressors from specification of instruments.  As a result, most variables used will appear twice in an xtabond2 command

    line.  xtabond2 requires the initial varlist of the command line to include all regressors except for the optional

    constant term, be they strictly exogenous, predetermined, or endoegenous.  Variables used to form instruments then appear

    in gmmstyle() or ivstyle() options after the comma.  The result is a loss of parsimony, but fuller control over the

    instrument matrix. Variables can be used as the basis for "GMM-style" instrument sets without being included as

    regressors, or vice versa.

    The gmmstyle() and ivstyle() options also have suboptions that allow further customization of the instrument matrix.  But

    a warning: these suboptions, along with the h() and arlevels options, can be confusing to new users and are usually not

    needed in standard applications.  They are best ignored when first learning xtabond2.

Citation

    xtabond2 is not an official Stata command. It is a free contribution to the research community, like a paper. Please cite

        it as such:

    Roodman, D. 2005.  xtabond2: Stata module to extend xtabond dynamic panel data estimator. Center for Global Development,

        Washington. http://econpapers.repec.org/software/bocbocode/s435901.htm

Options

    level(#) specifies the confidence level, in percent, for confidence intervals of the coefficients; see help level. The

        default is 95.

    twostep specifies that the two-step estimator is to be calculated. The default is to calculate the one-step version.

    robust: For one-step estimation, robust specifies that the robust estimator of the covariance matrix of the parameter

        estimates be calculated.  The resulting standard error estimates are consistent in the presence of any pattern of

        heteroskedasticity and autocorrelation within panels.  In two-step estimation, the standard covariance matrix is

        already robust in theory--but typically yields standard errors that are downward biased.  twostep robust requests the

        finite-sample correction for the two-step covariance matrix developed by Windmeijer (2005), which dramatically

        improves accuracy in his Monte Carlo simulations.

    noconstant suppresses the constant term in the levels equation.  By default, the term is included as a regressor and

        IV-style instrument.  Unlike xtabond and DPD (the original implementation of these esimators), xtabond2 does not

        include the constant term in the first-difference equations in difference GMM, since this would be equivalent to

        including time as a vari the levels model.  Rather, the constant is differenced out.

    small specifies that t statistics should be reported instead of Z statistics.

    noleveleq specifies that level equations should be excluded from the estimation, yielding difference rather than system

        GMM.

    ivstyle() specifies a set of variables to serve as standard instruments, with one column in the instrument matrix per

        variable.  Normally, strictly exogenous regressors are included in ivstyle options, in order to enter the instrument

        matrix, as well as being listed before the main comma of the command line.  The equation() suboption specifies which

        set of equation(s) should use the instruments: first-difference only (equation(diff)), levels only (equation(level)),

        or both (equation(both), the default).  Also by default, the instruments are first-differenced for use in the

        first-difference equations and taken as is for instrumenting the levels equations.  The suboption passthru may be used

        after equation(diff), or when the option noleveleq is invoked, to prevent this processing.  equation() is useful for

        proper handling of predetermined variables used as IV-style instruments in system GMM.  For example, if x is

        predetermined, it is a valid instrument for the levels equations since it is assumed to be uncorrelated with the

        contemporaneous error term.  However, x becomes endogenous in first differences, so D.x is not a valid instrument for

        the first-difference equations.  ivstyle(x) would therefore be inappropriate.  The use of x as an IV-style instrument

        in levels only could be specified by iv(x, eq(level)).

        If the suboption mz is included in an ivstyle option, missing values in the instruments are converted to zeroes.  mz

        does not change the precise moment conditions generated by ivstyle--they still apply only to the error terms of

        observations which have data for the instrumental variables.  Rather, mz allows observations that are missing data for

        the IV-style instruments in question to nevertheless be included in the regression if the instruments are excluded

        from the list of regressors.  (Observations missing values for regressors must still be dropped.)

    gmmstyle() specifies a set of variables to be used as bases for "GMM-style" instrument sets described in Holtz-Eakin,

        Newey, and Rosen (1988) and Arellano and Bond (1991).  By default xtabond2 uses, for each time period, all available

        lags of the specified variables in levels dated t-1 or earlier as instruments for the first-difference equations; and

        uses the contemporaneous first differences as instruments in the levels equations. These defaults are appropriate for

        predetermined variables (Bond 2000).  Missing values are always replaced by zeros.  The optional laglimits(a b)

        suboption can override these defaults: for the first-difference equations, lagged levels dated t-a to t-b are used as

        instruments, while for the levels equations, the first-difference dated t-a+1 is normally used.  a and b can each be

        missing ("."); a defaults to 1 and b to infinity.  They can even be negative, implying "forward" lags.  If a>b then

        xtabond2 swaps their values.  (Note that if a<=b<0 then the first-difference dated t-b+1 is used as an instrument in

        the levels equations instead of that dated t-a+1, because it is more frequently in the range [1,T] of valid time

        indexes.  Or, for the same reasons, if  a<=0<=b or  b<=0<=a, the first-difference dated t is used.) Since the

        gmmstyle() varlist allows time-series operators, there are many routes to the same specification.  E.g.,

        gmm(w, lag(2 .)), the standard treatment for an endogenous variable, is equivalent to gmm(L.w, lag(1 .)) and gmm(L.w).

        The equation() suboption of gmmstyle() works much like that of ivstyle() (see above), with one important exception.

        In response to equation(level), xtabond2 generates the full set of available moment conditions for the levels

        equations since it is no longer the case that most are made mathematically redundant by the presence of the full set

        of moment conditions for the difference equations.  To be precise, if the lag limits are a and b, then lags of the

        specified variables in differences dated t-b+1 to t-a+1 are used.  equation(diff) has no effect in difference GMM,

        i.e., if the noleveleq option is invoked.

        The passthru suboption of gmmstyle() is syntactically valid and meaningful only in system GMM, and for variables for

        which equation(level) has also been specified.  It directs xtabond2 to create instruments for the levels equations

        that use not the first-differences of the specified variables but the original levels of the same dates.  Under the

        standard assumptions, these instruments are not valid.  Thus, for example, equation(level) passthru laglimits(1 .)

        requests that all contemporaneous and lagged levels be used as instruments.  This example generates contemporaneous

        levels despite the lag minimum of 1 because without passthru contemporaneous first-differences would be created.

        The collapse suboption of gmmstyle() specifies that xtabond2 should create one instrument for each variable and lag

        distance, rather than one for each time period, variable, and lag distance.  In large samples, collapse reduces

        statistical efficiency.  But in small samples it can avoid the bias that arises as the number of instruments climbs

        toward the number of observations.  (When there are many instruments, they tend to overfit the instrumented variables

        and bias the results toward those of OLS.) collapse also greatly curtails computational demands by reducing the width

        of the instrument matrix, and helps keep the matrix within Stata's size limit.

        For example, if a model assumes that E[w_is*D.e_it] = 0 for all s<t, this is expressed in standard Arellano-Bond

        estimation as:

            sum_i (w_is*D.e_it) = 0 for each s and t, s<t.

        This translates into columns in the instrument matrix of the form:

            w_i1  0    0    0    0    0   ...

             0   w_i1 w_i2  0    0    0   ...

             0    0    0   w_i1 w_i2 w_i3 ...

             .    .    .    .    .    .   ...

             .    .    .    .    .    .   ...

        collapse divides the "GMM-style" moment conditions into groups and sums the conditions in each group to form a smaller

        set of conditions of the form:

            sum_i,t (w_i,t-j*D.e_it)= 0 for each j>0.

        This is equivalent to combining columns of the instrument matrix by addition, yielding:

            w_i1  0    0   ...

            w_i2 w_i1  0   ...

            w_i3 w_i2 w_i1 ...

             .    .    .   ...

             .    .    .   ...

        Similarly, the instruments for the levels equations (when levels equations have not been excluded by noleveleq)

        collapse from:

            D.w_i2    0      0   ...

               0   D.w_i3    0   ...

               0      0   D.w_i4 ...

               .      .      .   ...

        To the single column:

            D.w_i2

            D.w_i3

            D.w_i4

               .  

               .  

    artests(#) specifies the maximum order of the autocorrelation tests to be reported. The default is 2.

    arlevels specifies that the autocorrelation tests should be applied to the residuals from the levels, not

        first-difference, equations.  It cannot be specified along with noleveleq.  Note that if the model described above is

        correct--if there are fixed effects--then autocorrelation in levels would not be surprising.  Nor would it call into

        the question the validity of the specification.

    h(#) controls the form of H, the a priori estimate of the covariance matrix of the error terms.  In linear GMM, the

        inverse of Z'HZ, where Z is the instrument matrix, serves as the first-step inner product matrix to weight the sample

        moments whose magnitudes are minimized (Baum, Schaffer, and Stillman 2003).  H always has block diagonal form, with

        all the TxT blocks the same. For difference GMM, the blocks of H normally are like

             2 -1  0 ...

            -1  2 -1 ...

             0 -1  2 ...

             .  .  . ...

        which is var[D.u] (= var[D.e]) when var[e] is the identity matrix.  To see this, consider that var(D.u_it) =

        var(e_it - e_i,t-1) = var(e_it) - 2*cov(e_it, e_i,t-1) + var(e_i,t-1) = 1 - 2*0 + 1 (if var[e]=I). Thus var(D.u_it), a

        diagonal element in var[D.u], is 2.  Similarly, cov(D.e_it, D.e_i,t-1), on the first subdiagonal of var[D.u], works

        out to equal -1.  (Multiplying H by a non-zero scalar does not affect the first-step results, so assuming var[e]=I is

        equivalent to assuming homoskedasticity of e.)

        To perform system GMM, xtabond2 treats first-difference equations as being for periods 1 to T and levels equations as

        being for periods T+1 to 2T.  Observations for the levels equations hold the original values of the variables while

        those for the first-differenced equations are of course first-differenced.  The blocks of H are then 2Tx2T, and are a

        priori estimates of the covariance matrix not of D.u, as in difference GMM, but of the compound vector [D.u' u']'.

        But in the system GMM case, there is not as natural a initial guess for var[(D.u' u')']. As a result, several variants

        have been used.  In general, still assuming that var[e]=I, var[(D.u' u')'] will have blocks like:

             2 -1  0  ...  1   0   0  ...

            -1  2 -1 ...  -1   1   0  ...

             0 -1  2 ...   0  -1   1  ...

             .  .  . ...   .   .   .  ...

             1 -1  0 ...  1+s1 0   0  ...

             0  1 -1 ...   0  1+s2 0  ...

             0  0  1 ...   0   0  1+s3...

             .  .  . ...   .   .   .  ...   where si=var(v_i).

        For example, var(u_it), a diagonal element in the bottom right quadrant, is var(v_i + e_it) = var(v_i) +

        2*cov(v_i, e_it) + var(e_it) = var(v_i) + 2*0 + 1 = 1 + si under all the assumptions.  Similarly, cov(u_it, D.u_it),

        on the diagonals of the bottom left and upper right quadrants, is cov(u_it, D.e_it) = cov(v_i, D.e_it) + var(e_it) -

        cov(e_it, e_i,t-1) = 0 + 1 - 0 = 1.

        Fortunately, for any choice of H satisfying certain basic conditions, one-step estimates will be consistent and

        two-step estimates will be asymptotically efficient.  (Baum, Schaffer, and Stillman 2003) In xtabond2, h(1) specifies

        that H=I (the identity matrix), for both difference and system GMM.  H took this value in the original implementation

        of the system GMM estimator, in Blundell and Bond (1998).  In one-step GMM with only IV-style instruments, setting H=I

        is just 2SLS regression.  In contrast, h(2) and h(3) both specify the matrix with blocks depicted above for difference

        GMM; but they differ from each other for system GMM.  For that, h(3) specifies 2Tx2T blocks like

             2 -1  0 ...  1  0  0 ...

            -1  2 -1 ... -1  1  0 ...

             0 -1  2 ...  0 -1  1 ...

             .  .  . ...  .  .  . ...

             1 -1  0 ...  1  0  0 ...

             0  1 -1 ...  0  1  0 ...

             0  0  1 ...  0  0  1 ...

             .  .  . ...  .  .  . ...

        h(2) differs in zeroing out the upper right and lower left quadrants of this matrix; it is the H used in the 2002

        version of DPD for Ox (Doornik, Arellano, and Bond 2002).  In xtabond2, h(3) is the default.

Options for predict

    xb, the default, calculates the linear prediction.

    residuals calculates the residual error of the dependent variable in levels from the linear prediction.

Return values

   Scalars

       e(N)        Number of complete observations in levels (system GMM) or first differences (difference GMM)

       e(sig2)     Standard error of the residuals

       e(sargan)   Sargan or Hansen J statistic 

       e(sar_df)   Degrees of freedom for Sargan/Hansen statistic

       e(sarganp)  p value of Sargan/Hansen statistic

       e(artests)  Number of AR tests requested

       e(ari)      AR(i) test statistic 

       e(arip)     p value of AR(i) statistic

       e(F)        F statistic

       e(F_p)      p value of F statistic

       e(F_df)     Degrees of freedom for F statistic

       e(df_r)     Residual degrees of freedom (if small specified)

       e(df_r2)    Residual degrees of freedom (always)

       e(g_min)    Lowest number of observations in an included group

       e(g_max)    Highest number of observations in an included group

       e(g_avg)    Average number of observations per included group

       e(df_m)     Model degrees of freedom

       e(h)        Value of h() option (default is 3)

       e(zcols)    Number of instruments

       e(N_g)      Number of included groups

   Macros

       e(predict)  "xtab2_p"

       e(vcetype)  "Robust" for one-step robust, "Corrected" for twostep robust, empty otherwise

       e(twostep)  "twostep" for twostep

       e(small)    "small" for small

       e(esttype)  "system" or "difference"

       e(gmminsts) Variables listed in gmmstyle options

       e(ivinsts)  Variables listed in ivstyle options

       e(depvar)   Dependent variable

       e(tvar)     Time variable

       e(ivar)     Group (panel) variable

       e(cmd)      "xtabond2"

   Matrices

       e(b)        Coefficient vector

       e(V)        Variance-covariance matrix

       e(A1)       First-step GMM weighting matrix

       e(A2)       Second-step GMM weighting matrix (if twostep specified)

   Functions

       e(sample)   Marks estimation sample

Examples

    . use http://www.stata-press.com/data/r7/abdata.dta

    . xtabond2 n l.n l(0/1).(w k) yr1980-yr1984, gmm(l.n w k) iv(yr1980-yr1984, passthru) noleveleq small

    . xtabond2 n l.n l(0/1).(w k) yr1980-yr1984, gmm(l.n w k) iv(yr1980-yr1984, mz) robust twostep small h(2)

    . xtabond2 n l(1/2).n l(0/1).w l(0/2).(k ys) yr1980-yr1984, gmm(l.n w k) iv(yr1980-yr1984) robust twostep small

    . xtabond2 n l(1/2).n l(0/1).w l(0/2).(k ys), gmm(w k, lag(1 .)) gmm(ys, lag(2 .)) iv(yr198*, eq(lev)) robust twostep

    * Next two are equivalent, assuming id is group variable

    . ivreg2 n (w = k ys), cluster(id) gmm

    . xtabond2 n w, iv(k ys, eq(level)) twostep

    * Same for next two

    . regress n w k

    . xtabond2 n w k, iv(w k, eq(level)) small

    * And next two, assuming xtabond updated since May 2004 with update command.

    . xtabond n yr*, lags(1) pre(w, lags(1,.)) pre(k, endog) robust small noconstant

    . xtabond2 n L.n w L.w k yr*, gmm(L.(w n k)) iv(yr*) noleveleq robust small

    Two sample files are included with the package downloaded with this command. bbest.do reproduces a sample file that comes

    with DPD for Ox, based on Blundell and Bond (1998).  greene.do reproduces an example in Greene (2002).
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