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Theories with decisions weights

People misperceive objective probabilities or have a tendency to subjectively weight them. Either could be captured by decision weights.

Building from the Expected Utility Theory, call q a prospect or a lottery (a list of mutually exclusive consequences with associated probabilities), and assume that the individual knows all the consequences and probabilities. Al prospects q can be represented by a probability distribution (p1,…,pn) over a set of pure consequences X = (x1, …, xn), where pi is the probability of xi, pi ≥ 0 for all i, and Σ pi=1. The writing is q = (x1,p1; …;xn,pn).

According to Expected Utility Theory, if the axioms of ordering, continuity and independence hold, the preferences of the individual can be represented by 



where  is a utility function defined over the set of consequences. One of the properties of this “measure of value” V(q) is monotonicity: stochastically dominating prospects are preferred to prospects that they dominate. 

The models that incorporate decision weights are of the form



where ωi represents the decision weights. In the version presented first by Handa (1977) the decision weight is just the probability weighting function π(pi). This is assumed to be increasing, and such that π(1) = 1 and π(0) = 0. Individuals in this model are assumed to maximize




The problem with these models is that V(q) might not satisfy monotonicity for any departure of linearity of π(pi), which was generally accepted to be a drawback of the decision weight models.

Consequently, the literature during the 90s and 80s looked for variants of this models that satisfy monotonicity. There were two strands of this literature: the “nonconventional” and “conventional” strand. The most important representatives of both strands are prospect theory of Kanheman and Tversky (1979) and the rank-dependent expected utility theory of Quiggin (1982), respectively. (Both mentioned by Snow and Warren).

The rank-dependent expected utility theory models the probability weighting functions in the following way. With the consequences indexed such that x1 is the worst and xn the best, we can state rank-dependent expected utility theory as the hypothesis that individuals maximize the decision weighted form V(q) with decision weights for i = 1, …, n-1 given by



and








In this model there is a meaningful distinction between decision weights () and probability weights (). According to Gonzalez and Wu (1999), the probability weighting function reflects the “psychophysics of risk”, that is, the way by which the individuals subjectively “distort” objective probabilities. The decision weight then determines the way in which the probability weights enter the value function. Because  is a subjective weight attached to the probability of the consequences xi or better, and  is the subjective weight attached to the probability of getting the consequences better than xi, it is said that in this theory is a transformation on cumulative probabilities. It turns out that this ensures that V(.) is monotonic. 


Research over a period of 50 years (up to Prezec (1998)) support an inverted s-shaped probability weighting function as the one on the figure below, with a unique value at which in p = p*, concave below p* and convex above p*. The form of the function supports experiments results where people overweight “low” probabilities (below p*) and underweight large probabilities (of winning).



[image: ]






The non-conventional theories differ from the conventional ones in that the latter assumes that agents behave as if they were maximizing a function like V(.), while the former seek to model the mental processes that are involved in the choice. One of the most famous of the non conventional theories (procedural theories) is prospect theory (Kahneman and Tversky, 1979). In this theory, choices are made according to a preference function V(.) that for a special type of prospects, can be represented by the decision-weighted utility form discussed above. According to Starmer, strictly speaking, prospect theory applies to prospects of the form , where either , or , or . It is worth noting that Kahneman and Tversky ended up adopting the inverted-s weighting function because it fit their data well and also generates the famous kinked-at-zero value function. 

Most importantly, according to the evidence generated by years of research with “triangle experiments” (where individuals face prospects such as the one immediately above, or lotteries such as the one originally proposed by Allais), the decision weights models with inverted-s-shaped probability weighting function outperforms (in predictions) other rivals. There is a striking degree of convergence among researches that this is the function to use. 

Some probability weighting functions proposed and used are the following.

Lattimore, Baker and Witte (1992):



 




For i, k =1,…n, ki, and n is the number of outcomes. Here  control the inflection point (p*), < 1 generates the inverted-s shape, with the consequence of over weights of probabilities below the inflection point (“small probabilities”) and underweighting above it.

Single-parameter weighting function have been proposed by Tversky and Kahneman (1992) and Prelec (1998). Kahneman and Tversky proposed the following probability weighting function





This generates the inverted-s function for , and reducing  lowers the crossover point p* and accentuates the curvature.

Prelec proposes the function




With 0<< 1, this generates the inverted-s function with a fixed inflection point at p = 1/e = 0.37. 

The two parameter version





The parameter  primarily alters the elevation of , while primarily controls curvature.
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