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Abstract

I subjective expected utility (SEUHL the decision weights people attach o events are their belicts about the
likctihood ot events. Much empirical evidence. mspired by Elisherg (191 and others. shows that people preter
1o beton events they know more about. even when their beliefs are held constant, (They are averse to
ambiguary. or uncertainty about probabilitn. ) We review evidence, reeent theoretical explanations. and applicir-
tions of rescarch on ambiguity and SEU

In the last 40 years the leading theories of choice in cconomics and psychology have
been the expected utility (FEU) theory of von Neumann and Morgenstern (1947) and the
subjective expected utility (SEU) theory of Savage (1954). Empirical violations have led
to reexaminations of both kinds of theory. In Weber and Camerer (1987). we reviewed
the evidence. axioms. and application of alternatives to EU. Here we do the same for
SEU.

EU assumes that the probabilitics of outcomes are known. If preferences follow a set
of simple axioms. they can be represented by a real-valued utility function—preferred
choices have higher utility numbers —and the utility of a choice is the expected utility of
its possible outcomes. weighted by their probabilities.

In SEU, probabilitics are nor necessarily objectively known. so SEU applies more
widely than EU. (Indeed. it is hard to think of an important natural decision for which
probabilitics are objectively known.) In SEU. decision makers choose acts. which have
consequences that depend on which of several uncertain “states™ oceurs. People are
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assumed to have subjective. or “personal.” probabilitics of the states (which may legiti-
mately difler across people). The SEU axioms show the conditions under which prefer-
ences can be represented by wnumerical expected utility that uses subjective probabilitics of
states toweight consequence utilities. The theory combines the von Neumann and Morgen-
stern (1947) EU approach with de Finetti's (1937) caleulus of subjective probabilities,

Much of the emipirical evidence against SEU (as & description of ¢hoices) concerns
precisely the distinetion between whether probability is known or unknown. This basic
distinction goes by many names: risk vs. uncertainty (Knight, 1921): unambiguous vs,
ambiguous probubility (Ellsberg, 1901): precise or sharp vs. vague probability (Savage.
1954, p. 39). epistemic reliability (Gardentors and Sahlin. 1982). and so forth. We gen-
crally use the term ambiguine, purcly from tradition.

In SEEU the distinction between known and unknown probability is pointless. because
subjective probabilitics are never unknown —they are always known to decision makers
(orinferrabie from their choices). But empirical evidence suggests that how much people
know about a state’s probubility does influence their willingness to bet on the state.

For example, suppose you must choose between bets on two coins. After lipping the
first coin thousands of times, vou conclude itis fair. You throw the second coin twice: the
result is one head and one tail. Many people believe both coins are probably fair
(pthead) = p(tail) = .5) but prefer to bet on the first coin. because they are more
confident or certain that the first coin is fair. Ambiguity about probability creates a kind
of risk in betting on the second coin—the risk of having the wrong beliel.! SEU cflec-
tively requires that decision makers be inditferent toward such a risk.

Most of the rescarch we review cither tests whether SEU is a good deseripiive theory or
suggests alternative deseriptions. There is relatively little discussion about whether SEU
is normatively adequate.” We suspeet that most alternatives 1o SEU are meant to be
normative improvements too, but unclear standards for what makes a theory normative
inhibit such claims. Clearer standards and more debate would be usctul.

Our goal in this article s to review recent literature on ambiguity in decision making.
We will cover both empirical and theoretical work, and we will try to point out the
relevance of ambiguity for a wide range of professions and disciplines. There are many
important related arcas we ignore. We will not review generalizations of EU. We will
also ignore the literatures on probability clicitation (c.g.. Spetzier and von Holstein.
14975), psychology of probability judgments (¢.g.. Kahneman, Slovie, and Tversky. 1982),
organizational choice under ambiguity (e.g.. March and Olsen. 1976). and ambiguity
intolerance as a personality trait (¢.g.. Budner, 1963). More technical reviews include
Fishburn (1988b. pp. 190-193; 1989). Karni and Schmeidler (1990}, and Kischka and
Puppe (1990). Smithson (1989) offers an cclectic. broad review. The articles compiled in
Edwards (1992) address preseriptive aspects of generalizations of EU and SEU.

This article proceeds as follows. Section 11y a brief formal overview of SEUL Section 2
reviews empirical work demonstrating ambiguity effects in individual decisions, Some
coneeptions and sources of ambiguity are mentioned in section 3. Recent generalization
of SEU are described in section 4. Applications of these recent developments to several
arcas, mostly in cconomics and business, arce discussed in section 3. Some conclusions
and suggestions for future rescarch are drawn in section 6.
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1. Subjective expected utility and the Ellsberg Paradox

We first describe SEU very briefly, to motivate our review of experimental studies and
the discussion that follows. Section 4 gives more details of the SEU axioms.

11 Subjective expected unline theor

SEU was first developed by Savage (1954) (inspired by Ramsey. 1931, and de Finet,
1937). then derived by Anscombe and Aumann (1963) in an approach that essentially
combined EU and SEU.

In SEU. a decision maker must choose between “acts™ denoted by uppercase letters
(¢.g.. X). The consequences of an act X depend on which state s occurs. from the set § of
possible states. (The consequence of X if s oceurs is denoted by ¥(s).) For simplicity we
assume the sets of wets and states are finite. It we include subjective probabilitics of the
states, denoted by p(s). then an act X will be described by avector (x(sy).p(s1); - x(sy).
plsy)) (where states are indexed .55, -+ sy, ). Preferences between a pair of acts X and
Ywill be denoted by X ~ V(X is indifferent to ¥) and X = Y (X is weakly preferred—
preferred or indifferent—to Y).

The mathematical goal of SEU is to represent preferences over acts by a numerical
utility index i and a probability measure on the states, p. such that act Yis preferred to
act Yif and only if the subjective expected utility (SEU) of Xis larger than the SEU of ¥,
The SEU of X is detined as

SEUY) = S p(sudx(»)). (n
[RAY

If preferences satisty certain axioms. then there are numerical utilities and probabilitics
that represent acts by their SEUL

1.2 The challenge to SEU: The Ellsberg paradox

As innocuous as the SEU form (1) looks, there is a long, rich tradition of questioning
whether it describes behavior adequately. Keynes (1921) drew the distinction between
the unplications of evidence—the likelihood judgment that evidence implies—and the
weight of evidence, or the confidence in assessed likelihood. Keynes wondered whether a
single probability number could express both dimensions of evidence.

Knight (1921) distinguished risk. or known probability, and uncertainty. He suggested
that cconomic returns were carned for bearing uncertainty but not for bearing risk.

The modern attuck on SEU as a descriptive theory was made most directly by the
Lllsberg paradox (Ellsberg, 1961). Two similar problems were posed in that remarkable
paper. (One was mentioned much carlier by Knight, 1921, pp. 218-219.)

In the first problem. a decision maker has to choose from an urn that contains 30 red
balls and 60 balls in some combination of black and vellow. We call this the three-color
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problem. There are two pairs of wets, Yand Yoand X and Y7 Acts have consequences 1
(for “win™y or 0. as shown in table 1.

Many people choose® X > Yand ¥ > X' The number of black balts that vield a win
i act Yis chosen s unknown (or ambiguous): people prefer the less ambiguous act X.
The same principle. applicd to the second choice. fuvors Y7 because exactly 60 balls vicld
W (The same preference pattern is common for losses, B < (1))

In the three-color problem. people prefer acts with a known probability of winning,
Thatis, they take contidence in estimates of subjective probability into account when
making choices. Such a pattern is inconsistent with the sure-thing principle of SEUL Both
pairs ot acts only differ in consequences when the vellow state occurs. That conseyguence
is the same for X and Y (you win 0) and for X" and Y (vou win M. The sure-thing
principle assumes that o state with a consequence common to both acts is irrelevant in
dclcrmininu preference between the acts. Accordinu to SEU.X > Yitund only it X" >

- The common pattern X > Yand ¥ > A7 violates the sure-thing principle because
dmhl&llll) aftects choices, and the dmhlgllll,\ inherent in one state —red, for example—
may disappear when the state is combined with an equally ambiguous state. like yellow.

More formally, suppose p(r). p(b). and p(y) arc the subjective probabilities of drawing
a red, black, or vellow ball, Under SEULX > Yif and only it p(rje(Hy > p(du(H7), or
pr) > p(b).” Similarly, Y > X" implics p(b U v) > p(r U v). If we assume probabilitics
arc additive. then p(b U v) = p(by + p(yv) (since p(b M vy = 0). Then ¥ > V7 implics
) > p(r). which conflicts with the inequality p(r) > p(b) implicd by X' > ¥

Ellsberg also posed a two-color problem using two urns, one containing 50 red and
black balls and one containing 100 balls in an unknown combination of red and black
{sce table 2). Many people prefer to beton red from urn | (rather than betting on red
from urn 2) and prefer to bet on black from urn 1 too. but they are inditferent between
the two colors when betting on only one of the two urns (e wbet red 7 ~ ~bet black i+
fori = 1.2). That pattern violates SEUL

2. Conceptions and sources of ambiguity

A working definition of ambiguity is useful to guide theorizing and empiricat studies.
Rescarchers have followed three strategies in developing definitions,

Table 1. The three-color Ellsberg problem

Number ot balls

30 L bt
Act Red Black Yellow
X i () (
Y 0 i 0
X n { i

Y 0 . " W
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Tuble 2. The two-color Ellsberg problem
ef

Ul Number of balls

30 S0
Act Red Black
Betred | 1. 0
Bet black | [ 18
Urn 2 Number of balls

100)

Act Red Black
Betred 2 1 0
Bet black 2 0 IN

2.1 Banishing ambiguiny

The first strategy is to banish ambiguity by simply denying that ambiguous and unambig-
uois are distinetive categories of events. To a staunch subjectivist, there is no such thing
as unknown probability—all probabilitics are cqually well known. to oursehes—so ani-
biguity is meaningless (de Finetti. 1977). This may be a reasonable nonneative position,
butit does not help explain descriptive evidenee of ambiguity aversion.

2.2 Expressing ambiguin: as second-order probabilite
The second strategy is reductionist: Express ambiguity about a probability p(s;) as a
second-order probability (SOP) distribution if its possible values, denoted by d(p(s;))
(c.g.. Marschak, 1975). For example, in the two-color E llsberg problem. p(black) might
be uniformly distributed between 0 and 1 rather than setting p(black) = .50, Since EU
and SEU arc lincar functions of probabilities, only the expected value of an SOP should
matter for choice, so ambiguity should not matter.

The SOP view is routinely used in many kinds of reasoning. Recall the coin example
given in the introduction: One coin is Hipped twice (the result is one head and one tail):
another is flipped many times (half heads. half tails). 1f one takes true, or objective,

“probubility to be the long-run limiting relative frequency of heads., then every subjective

probability is an SOP of objective probabilities (deFinetti. 1937). The many-fiip coin
simply has a tighter SOP around p = .5 than the two-lip coin dogs.

In some of the rescarch reviewed below. the SOP view goes further. by presuming
subjective second-order probabilitics of (first-order) probabilitics that might also be
subjective. When three addsmakers given different odds that a horse will win the Preak-
ness Stakes —a one-time event for which a limiting-frequency interpretation of probabil-
ity is unnatural—a person could have an SOP over the oddsmakers’ subjective beliefs.
(Or more peculiarly. she could have an SOP over three of her own possible belicts.)
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The SOP view is popular {c.g., Howard. 1988) but has some drawbacks. Certain kinds
of ambiguity. like the urn in Ellsberg's two-color problem. do not appear 1o be com-
pletely captured by SOP. because subjects prefer bets on known SOPs to bets on ambig-
vous urns (stylized fact 4 in table 3). Furthermore. known probability and SOP will only
lead 10 the sume choices if compound lotteries are reduced to equivalent single-stage
bets. But the reduction principle is often violated in experiments (Camerer and Ho,
1991).

Other objections to SOP are philosophical and practical. Since SOP does not describe
observed departures from SEU welll its best use might be as a normative theory: but the
normative case for replacing single subjective probabilitics with SOPs has not been
made. As a practical matter.if & person cannot express a precise probability. she may not
be able 1o contidently express a second-order distribution cither, or a third-order distri-
bution over second-order distributions, ad infinitum (sce Savage. 1954, p. 59).

2.3, Defining ambiguity: missing infonnation

The third strategy is to construct a pragmatic definition of ambiguity that captures its
psychological essence. Elisberg’s (1961) definition is typical: Ambiguity is the “quality
depending on the amount, type, reliability, and “unanimity” of information.” We favor a
more general definition mentioned by Fellner (1961) and many others, and claborated
by Frisch and Baron (1988):

Ambiguity is uncertainty about probability. created by missing information that is
relevant and could be known,

Not knowing important information is upsctting and scary: it makes people shy away
from taking cither side of a bet (see Heath and Tversky. 1991). Indeed. one explanation
of ambiguity aversion is that people transter o heuristic that is helpful in many natural
situations—"avoid betting when you lack information others might have”™ —to other
situations in which their fears are unfounded (Frisch and Baron. 1988, p.153).

2.4 Other definitions and nvpes of ambiguiy

Many popular detinitions and types of ambiguity can be traced to missing information.
We mention a few below,

Ambiguity about probability. In Ellsberg problems, the composition of the ambiguous
urn is the missing information that is relevant and could be known. But is not.

Source credibility and expert disagreement. Credibility of sources creates an important
kind of ambiguity (c.g.. Einhorn and Hogarth. 1985). In legal proceedings. for example,
observations by witnesses. attorneys. and judges must be weighed by a jury to reach a
verdict.” Disagreements among experts, often stemming from controversy about the
causal mechanisms generating physical or social activity, also cause ambiguity. In these
settings, ambiguity is caused by missing information about whose belief should be believed.
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Weight of evidence. Evidence has both implications and weight or amount (Keynes,
1921 Shater 1976: Cohen, 1977). Standard probabilitics should express only the implica-
tions of evidence. not its weight, but it scems reasonable for choices to sometimes de-
pend on both.” The weight of evidence can be defined as the amount of available infor-
matton relative to thé amount of conceivable information (see Keynes. 1921). The gap is
the amount of missing information.

I all the experiments reviewed in the next section. and in most of the theories and
applications described in sections 4 and 3, ambiguity is simply uncertainty about a prob-
ability. We refer back when appropriate to the more generalidea of ambiguity as missing
information.

- Degrees of ambiguin

Before we proceed. it is usetul 1o distinguish precisely between various degrees of uncer-
tainty. Supposc the utilitics of act f7s consequences. u( f(s1)). arc known. so we can focus
only on the probabilities p(s, ).

When a person knows one state will oceur with certainty (p(s,) = 1 for some i), her
distribution of p(s,)’s is the spike shown in figure Ta. We call this cerraingy.

When i person is not sure which state will occur. but knows the probabilitics of cach
state precisely, her distribution is like the one shown in figure 1h. We call this risk, or
unambiguous probability.®

When a person is not sure what the distribution of probabilities is, we call the state
probubilitics ambiguous. The definitions mentioned above distinguish two kinds of am-
biguity. When the probability distributions in the set of conceivable distributions can
themselves be assigned probabilitics, ambiguity can be expressed as second-order prob-
ability as in figure Ie. When the distributions cannot be assigned probability, as in figure
Id, ambiguity is expressed by a set of probability distributions.

Recall the three views mentioned carlier in this seetion, Banishing ambiguity means
assuming that choices are made as if ambigoous sets of distributions (figure ¢ and 1d)
are collapsed into a single distribution (figure 1b). The SOP view implics that knowledge
about prohabilitics can always be expressed as in figure Tc. If ambiguity is caused by
missing information, then the number of possible distributions in figure Id might vary as
the amount or nature of missing information varics.

Figures Ta-1d also illustrate a small confusion about ambiguity over probubility
versus ambiguity over ourcones. Ambiguity about which outcome will occur is too
coarse a category, because risk (figare 1b) and ambiguous probability (figures 1c and
Id) both exhibit ambiguity about outcomes. And it is mislcading to suppose that
ambiguity about outcomes and ambiguity about probabilitics are parallel conditions
or treatment variables. If people are averse to ambiguity about which ourcomne will
oceur, but outcome probabilities are known (figure 1b). then they are risk averse and
consistent with U Butif people are wverse to ambiguity about the probabiliny of an
outcome. they are ambiguity averse and inconsistent with SEUL The two kinds of
ambiguity are tundamentally different.
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Fugre 1. Distributions under certainty, risk. and ambiguity

3. Empirical studies of ambiguity

Elisberg did not run caretul experiments.” But the intuitive appeal of his thought exper-
iments and the varying reactions from famous theorists of the tine (mentioned in his
paper) were enough o initiate a lively debate. Since then, many others have studied
ambiguity empirically.
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There are roughly three kinds of empirical work on ambiguity. The first kind is Ells-
berg's original thought experiment and replications of it. generally using chance devices,
which vary parameters. The second kind of study tries to determine the psychological
causes of ambiguity. In this section, we review studies of these two types. These studics
established facts and methods that enabled later researchers to test specific definitions
or models of ambiguity. or to study ambiguity in an applicd setting—medicine. insur-
ance. health risk, ete. The applied studies are discussed separately in section 3,

Within cach subscetion below. studies are reviewed in chronological order to show
where Knowledge has accumulated from a series of related studies. Stylized facts about
ambiguity etfects that have been established by these studies are summarized in table 3.
The table only reports findings replicated by more than one study. Most studies used
chance devices (or stated probubilities). Some interesting empirical results mentioned in
the text below were left out of table 3 because they have notbeen replicated repeatedly.
Wereport the data before describing theories (in section 3) because many of the theories
were inspired by the data or were designed to explain specific features of the data.

3.1 Ellsherg experiments and extensions

The first study of ambiguity etfects in Ellsberg-type settings was done by Becker and
Brownson (1964). Ambiguity was operationalized as the range of the number of red balls
inanurn. Subjects were given a list of (en pairs of urns differing in ambiguity. One of the
ten choices was picked randomly and plaved tor $1.

Betore the experiment began. subjects were sereened for ambiguity aversion using the
two-color Ellsberg problenm. About half the subjects were ambiguity averse: they then
chose between pairs of urns. They always picked the less ambiguous urn and paid sub-
stantial amounts to avoid ambiguity. For example. to avoid an ambiguous urn and choose
from anurn with exactly S0 red balls, they paidanaverage ot 727¢ of expected value when
the ambiguous urn had 0 1o 100 red balls, and 28¢¢ when the ambiguous urn had 40 to 60
red bills. Beeker and Brownson estimated that the amount paid to avoid ambiguity, or
the ambiguiny premiten. was about 60 of the difference in the ranges of two urns. V!

MacCrimmon (1968) gave 35 business exceutives a series of three Edsberg problems,
involving choices between bets on chance devices or on natural events (a stock price
change. or the fevelof GNP). Only 1077 exhibited the Ellsberg pattern. However. almost
half were ambiguity averse when choosing whether to make investments in countrics
with historical frequencies (Urisky ™) or no historical frequencices ("uncertainty™). Fxpo-
sure to written arguments for and against the Ellsberg pattern did not change choices.

Ambiguity aversion in the Ellsherg two-color problem was found by Sherman (1974)
to correlate modestly with a psvchometric scale measuring “intolerance of ambiguity.”
(He also noted that the intolerance scale correlates with some intelligence measures.)
Sherman’s study has not been replicated. but creates a neat link hetween the narrow
conception of ambiguity aversion in decision-theoretic terms and its broader conception
in psychology.
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Table 3. Sttized empincal tacts about ambiguity ctects

Stylized fuct Studies Comments

1. Replication ot 1 lisberg Beeker & Brownson (1964, table 2
Slovie & Tversky (1974,
NMacCrinmon & Tarsson (1974 2000 atp
Finhorn & Hogarth (1986, tuble |
Kithn & Sanp (1u8s)

Ambiguity = 707 of 1\

Curley & Yiiten (1959 =S 000 Y
2. Strict aversion 1o ambi- Cohen, Jattrn & Said (19833 Test by allowing indifference
Luity Cuarlev, Yates & Abrams (19863, table 2
Finhorn & Hogarth (1980). table 1
Curley & Yates (10s9)
A Aversion w partialam- Chipman (1960) Subjects get samples from

biguity Gigliottr & Sopher (1990)) ambiguous urns
4. Immum() wperstiision MacCrimmon ( 1968)
Slovie & Tyversky (1974)

Curley, Yates & Abrams (1986). table 4

Amblguity aversion persists atter
CXPOSUTC 1O WrILTen arguments

SOAversion 1o SOP Yates & Zukowski {(1970) Ambiguity premium = 2077 of |\
Bernasconi & Toomes (in Press) 200 ol BN
O Aversion o increasmyg Becker & Brownson (1964
tinge of probability Yates & Zukowshi (1976
Larson (1980
Curley & Yates (1983)
7. Ambiguity prederence Curley & Yautes (1U83) Pl = 4
at low probubilitios Finhorn & Hogarth (1980 P = 001
{ratns) and high probia- Kahn & Sarin ( [EAY) P =0 3Py =729
bilitics (Josses) Curley & Yates (1989) Pl = 23 »
Hogarth & Finhorn (1990) Pl = 0Py = 90
8. Extenston to natural MacCrimmaon (1908
events Goldsmith & Sahlins (1U83)

Finhorn & Hogarth (TUNS. 1986)
Heath & Tversky (1991

Keppe & Weber (1991)

Tavlor (19u1)

Y. Less ambiguity asersion Cohen, Jatray. & Said (1983
forlosses than for gains Einhorn & Hogarth (1980). tible |
Kahn & Sarin (1988) (no ditferencey
Hogarth & Emhorn (1990, 1hle 4
10, Independence of risk Cohen. Jalray . & Said (1983) Low correlations could be
attitude and ambiguity Curley. Yates, & Abrams (1956 table 1 due 10 measurement error
altitude Hogarth & Einhorn (1990 p. 797
Nowes BV = expected value

Yates and Zukowski (1976) studied whether the range of possible probabilitics is a
reasonable measure of ambiguity. They comparced a "known urn” with five red and five
bluc poker chips. a “uniform urn™ with the number of red chips unitormly distributed
from 0 1o 10, and an “ambiguous urn™ with chips in unknown proportion. The range
explanation of ambiguitypredicts that subjects would like the uniform urn least (sinee it
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has the largest possible range). Subjects chose between pairs of urns, and stated mini-
mum selling prices for bets on urns (using the procedure of Becker., deGroot and
Marschak, 1964). The unknown urn was least preferred and lowest priced. Subjects were
willing to pay an average ambiguity premium of 2047 of expected value to bet on the
known urn instead of the uniform urn, showing that ambiguity aversion extends 1o bets
with known second-order distributions of probability (SOPs).

Variations on the three-color Ellsberg problem were explored by MacCrimmon and
Larsson (1979). Fitteen of their 19 subjects commitied the standard paradox (see their
figure 7). They lowered the known probability of 4 red ball in order to measure how
much ot a probabiline premium subjects were willing to pay to avoid ambiguity. Only six
subjects committed the paradox when the known probabitity was .25 (instead of its
original value of 173). suggesting a probabilistic ambiguity premium of .05 to .10, or
around 209 of the value of p.

Aversion to differing degrees of ambiguity using decks of cards with (truncated)
known normal distributions of winning probability was studied by Larson (1980). The
decks had expected probabilities, F(p). of .2, .5, and 8. Subjects chose between two
decks with the same F(p) but ditferent distributions of probability. (They played one
choice for $3.) About two-thirds of the subjects preferred the fess ambiguous distribution
m a pair. roughly independently of E(p). Goldsmith and Sahlin (1983) report a study
using bets on natural events, like the occurrence of a bus strike in Verona next week.
Holding first-order (or mean) probability constant, about half the subjects preferred bets
on less ambiguous events for gains and bets on more ambiguous events for losses. When
ambiguity preference switched across the runge ot probabilities. it usually switched trom
ambiguity preference at Jow probability to ambiguity aversion at high probability for

gains, and oppositely for losses.

Curley and Yates (1983) studied the cifects of probability range and E(P) (“center of
range”) on choices. Students chose between 30 pairs of urns. and stated their strengths of
preterence. Each pair of two urns had the same £ p) and ditferent ranges, with unknown
distributions of probability. The students playved one choice for $3. Ambiguity aversion
increased with £(p). About 80¢¢ disliked the ambiguous distribution when E(p) = .80
butwere indifferent to ambiguity for £ p) below 4. The strongest aversion 1o an increase
in range oceurred for intermediate values of E(p). In addition, ambiguity aversion was
stronger (and more sensitive 10 £(p)) when an urn with no ambiguity (c.g. p = 4) was
being compared to an urn with low ambiguity (¢.g.. (.2..6)) than it was when a low
ambiguity urn (c.g.. (.2..0)) was being compared to a high-ambiguity urn (e.g.. (1, 8)).

Asignificant effect of skewness in the second-order distribution of probability was discov-
ered by Boiney (1990) (and is also apparent in Viscusi and Magat, 1991). Small majoritics
preferred positive skewness (3377 ) and disliked negative skewness (5797 ) for E(p) = 2,5,
and 8. (These patterns parallel skewness preference for distributions of outcomes.)

Bernasconi and Loomes (in press) used a two-stage lottery operationalization of the
Ellsberg three-color problem. Drawing the color red (R) was the unambiguous cvent
(p(R) = 1:3): blue (B) and yeliow (Y) were ambiguous scparately, and unambiguous
together (p(B U Y) = 23). About half the subjects indicated ambiguity aversion by
begging on R (for £10). About 60, of the subjects were unwilling to switch their £10 bet
on an ambiguous color to a £12 bet on any other color, Nearly 9077 of those who chose
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the unambiguous bet R retused 1o switch (implying an ambiguity premium of more than
2047). When told they could bet on any riwo colors (the second choice in the three-color
Ellsherg problem. cssentially), those who had bet on ambiguous colors. either B or Y,
mostly chose the unambiguous combination B U Y. However. those who bet the unam-
biguous R typicully bet ambiguous combinations. R U B or R U Y, rather than the
unambiguous B U Y. These odd choice patterns do not retlect a clear preference for or
against ambiguity. Instead. subjects mostly chose one color to bet on. then coupled their
choice with another color, thus switching from apparent ambiguity aversion to ambiguity
preference or vice vers.

In several studics. parameters were varied widely to measure the dependence of am-
biguity cflects on probability levels and the size and sign of stakes,

Certainty cquivalents for a 50-30 chance ot winning 10 French francs and an unknown
chance of winning the same amount were elicited by Cohen. Juftray and Said (1983).
They conducted the same experiment for losses of 10 francs, (Subjects whose certainty
cquivalents only ditfered by half a frane were classificd as inditlerent.) For gambles over
gains, 597 of the subjects were ambiguity averse. 33 inditferent, and 6% ambiguity
preferring. Forlosses, 257 were averse. 4297 indifferent. and 33% preferring. Ambigu-
ity attitudes for gains and losses were not signiticantly correlated. Neither were risk
attitudes and ambiguity attitudes. (However., in this study and others mentioned below,
both types of correlations could be low stimply because risk and ambiguity attitudes are
measured with error. ')

Kahn and Sarin (1988) (detailed in their 1987 working paper) ran several experiments
in which subjects made choices and stated ambiguity premiums (increments of known
probability they would give up 1o avoid ambiguity). Kahn and Sarin replicated the Ells-
berg paradox and tound that ambiguity premiums were increasing in probability range.
roughly lincarly. They also observed modest ambiguity-seeking at low probabilities for
gains (.1 to 3) and high probabilities for losses (.710.9). Inanother experiment. subjects
preterred an 80 chanee of an urn with 63 winning balls (of 100) to a 50-50 chance of
urns with 25 or 75 bulls. Since the two choices have the sume mean and variance of
probability, the observed preference for the first urn (617¢ chose it) suggests that mean
and variance of second-order probability are not the only determinants of ambiguity
aversion. In decisions about natural contexts —pregnancy. product breakdown. scholar-
ship applications-—— MBA subjects were roughly ambiguity neutral on average, exeept in
the scholarship context (premium = .02),

In an especially careful study (using the risk-measurement approach of Coombs and
Lehner, 1981), Curley und Yates (1989 had subjects rank a Jarge varicty of gambles that
varied by stake (gain or loss). expected probubility, and ambiguity. In an iterated choice
task, subjects were willing to pay 57¢ to 107 of expected value to avoid ambiguity when
probability was around .5 or .75, hut they demanded @ similur premium to give up
ambiguity when the probability was low (.25). The subjects” rankings of gambles also
ruled out a variety of simple additive and multiplicative modcls in which ambiguity.
probability, and outcome were independent in various w ays.

Hogarth and Einhorn (1990) had subjects choose among urns with single outcomes
and distributions of outcomes (1o measure risk m ersion). and known probabilitics or
ambiguous probuabilities (to measure ambiguity aiversion). To create ambiguity, subjects
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were told they had been allowed to look into the urn and estimate its composition. “but
[vou] are not too sure of vour estimate.” Subjects made choices for two outcome levels
(STand $10.000 in one experiment. $.10 and $10 in an experiment with real payolls), for
gains and losses. and for three probability levels (.10, .50, .90), Subjects were generally
:unhiguil)' averse. There was some ambiguity preference for low probabilities of gain and
high probabilities of loss. (Einhorn and Hogarth, 1986. found the same pattern.) Ambi-
guity aversion wis weaker for losses than for gains and was slightly weaker tor small
;V)Ll_\'()ﬂs than tor Targe payotts. There was no correlation between risk attitudes and
ambiguity attitudes.

3.1.1. Partial ambiguity.  Two studies. one old and one new, examine what might be
called partial ambiguiry. Chipman (1960) was actually the first person (o study ambiguity
cmpirically,™ but his sctting differed substantially from Elisberg’s. His ten subjects chose
bets on boxes with known proportions of 100 matchstick heads and stems (say. 60-30,
inducing p = .6) und ambiguous boxes with unknown proportions from which small
samiples were drawn. (Drawing samples from the ambiguous boxes makes them only
partially ambiguous.) Subjects acted roughly like Buyesians who thought the unknown
proportions were centered around 50-30 and updated their belicfs using a ten-stick
sample. For example. 6777 preferred betting on an ambiguous box with a 4-6 sample to
betting on a 40-60 box. They exhibited some inherent ambiguity aversion too, since 70¢¢
preferred abeton the 50-50'hox to a bet on the ambiguous box from which a 5-5 sumple

was drawn. :

Gigliotti and Sopher (1990) replicated most of Chipman’s results with a wider variety
of urn and sample sizes. Their subjects obeyed some statistical principles in judging
samples from unknown urns.

3.1.2. Immunity to persuasion.  Many people think the Etisberg paradox is an error in
judgment. like an arithmetic or logic mistake, which people will correct when their error
is made clear (Howard. 1992). A study by Slovie and Tversky (1974) suggests that sub-
jects are immune to certain kinds of persuasion. Slovie and Tversky showed the three-
color Ellsherg problem o 49 students. Students read two statements before making
choices. One statement explained the psychological appeal of ambiguity aversion: the
other expluined the sure-thing principle. Most subjects said the statement advocating
ambiguity aversion was more compelling. Eighty pereent of them committed the para-
dox. Curley. Yates. and Abrams (1986, table 4) replicated this finding with slightly dif-
ferent arguments.

Axiom popularity polls of this sort are controversial. If subjects do not aceept an
argument for SEUL perhaps a poor argument has been used. (The statements used in the
experiments are given in the papers so that readers can judge them.) More strongly
worded arguments might work better, but there is a fine line between simply presenting
subjects with an argument and ereating subtle experimental demands for conformity. We
think axiom poils are of some help in answering asimple question: Will people abandon
appealing principles. or stick by them, when the principles conflict with specific choices
that arc appealing and the conflict iy made clear?
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320 Psychological determinants of ambiguiny aversion

Three empirical studies explored the psychological roots of ambiguity aversion in
spectal detail.

A two-parameter descriptive model (discussed further in section 4.4) was proposed by
Linhorn and Hogarth (1985, 1986) bused on the idea that subjects anchor on an ambig-

uous probability and adjust upward or downward depending on their imagination of

other possible probabilities. Einhorn and Hogarth's subjeets judged the likelihood of an
event based on conflicting evidence (c.g.. two witnesses 1o an accident said a car was
green and one said it was blue). Judgments fitted the model well. In one experiment,
parameters estimated from their likelihood judgments were used to predict subjects’
choices between bets on events and bets on unambiguous chance devices. The model
predicted 604 of the choices correctly.

Curley, Yates, and Abrams (1986) used variants of the two-color Ellsberg problem to
test several hypotheses about sources of ambiguity aversion. Subjects who said the urn
could not be biased against them were ambiguity averse too: their ambiguity aversion was
not duc to belief in “hostile™ gencration of outcomes. As in other studics, many subjects

were ambiguity averse even when indifference was allowed (disproving the conjecture of

Roberts, 1963, and others), indicating a strict preterence for avoiding ambiguity. There
was no correlation between the risk attitudes and ambiguity attitudes of individual sub-
jeets. Subjects were no more ambiguity averse when the contents of the urn were re-
vealed afterward (contrary to some regret-based arguments). However. subjects were
significantly more ambiguity averse (using o seven-point strength-of-preference scale)

when the gamble they chose would be played. and the urn's contents revealed. in front of

other subjects.

Iina highly original study, Heath and Tversky (1991) suggest that competence — knowd-
cdge, skill. comprehension—is what causes the gap between helief and decision weight.
Subjects gave probability assessments for natural events (like the temperature in Tokyo).
Then they chose between betting on the event and betting on a chance device con-
structed 10 have the same subjective probability as the event. 1 people ure ambiguity
averse, they should prefer the matched-probability chance bets over bets on events
(which are inherently ambiguous). In one experiment, subjects were generally ambiguity
averse: the sum of certainty equivalents for a bet on an event and a bet against the same
event was less than the sum for bets on chance devices. But subjects were not uniformly
ambiguity averse. They preterred betting on events they knew a lot about, holding beliefs
constant: in one experiment. those who knew a ot about football preterred bets on
football-related events to matched-probability chance bets (at all levels of probubility).
and those who knew little about football preferred the chanee bets (of. Fellner, 1961, p.
687).1% Keppe and Weber (1991) obtained the same result using certainty and probabil-
ity equivalents.

‘The competence hypothesis broadens the study of choice anomalics in SEU by sug-
gesting that ambiguity about probability is just one of many forees that undermine com-
petence and make people reluctant to bet. For example. people would rather bet on
future events than on past events, because not knowing what happened undermines
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competence (Rothbart and Snvder. 1970: Brun and Teigen, 199, They would also
rather bet on skill (which creates an ambiguous probability of winning) than on chance
(Cohen and Hansel. 1959: Howell, 1971: ¢f. Langer, 1975, on the “illusion of control™).

Competence also provides an interesting. long-awaited bridge between the psychology
of choice and the psyehology of group and organizational decisions. Heath and Tversky
(1991 conjecture that competence influences hetting because social (and personal)
assignments of eredit and blame are asymmetric—competent people can take credit for
winning but incompetent people can only take blame for losing. (Alternatively, compe-
tent people might get more blame for losing than incompetent people do.) The fact that
subjects were more ambiguity averse when bets were resolved in tront of others (in the
study by Curley. Yates, und Abrams. 1986). is consistent with the credit-blame hypoth-
esis. The influence of competence and justitication in group decision making under
ambiguity should be an important new arca of rescarch.

3.3 Experimenial markets

Ambiguity has been studied in two market experiments. Camerer and Kunreuther
(1989) created a simple market for insurance. in which some traders were endowed with
potential losses that they could transfer to other traders by paving a negotiated insurance
premium. In some periods the probability of loss was .1 (unambiguous). and in other
periods it was equally likely to be (0, .1, or 2 {ambiguous). Ambiguity had no systematic
cffecton prices. butit did create coneentration in the insurance-seller’s market (increas-
ing the number of losses insured by cach active insurer).

Sarinand Weber (in press) tested whether ambiguity affected prices in an experimen-
tal asset market. using German business students and bankers as subjects. The assets
were draws from urns. with a known .5 chanee of winning or an ambiguous chance of
winning. The market price for the known .5 bet was considerably farger than the market
price of the ambiguous bet. in both scaled-bid and double oral auctions, whether the two
assets were traded sequentially or simultancously. Prices of known and ambiguous bets
were about the same when the probability of winning was .05, Over several periods the
ambiguity eftects got slightly smaller but did not disappear.

The difference in these two studies could be due to several factors. In the Camerer-
Kunrcuther insurance-market study, the subjects were American undergraduates, ambi-
guity was clearly operationalized as 4 second-order probubhility, and prices were close to
expected value. In the Sarin-Weber study. the subjects were German business students,
ambiguity was operationalized a la Ellsherg, and prices were further from expected value
(somctimes above it). There were also some ditferences in exchange institutions.

3 The difficulty of establishing equivalence of ambiguous and unambiguous probability

Preferring bets on unambiguous events is only aviolation of SEU if cquivalence between
the liketihoods of the ambiguous and unambiguous events has been established. ™ In
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many experiments, subjects might guess the ambiguous probability has a skewed distri-
bution that biases its mean. An event with ambiguous probability around . 1. for instance.
might have a positive skew and o mean above .1 (even it the mediah and mode are 1),
Betting on such an event. instead of o chance deviee withp = (1, is consistent with SEU.

To cheek for cquivalence, Heath and Tversky (1991) induced ambiguity by telling
subjeets that probabilitics were around .01 (as in many experiments). then asked subjects
whether an ambiguous probability around .01 was above, below. or exactly 01 A major-
ity (750 ) said it was above 01, Nearly 007¢ said an ambiguous 9 wus most likely to be
below 9. Other data suggest that pereeptions of skewness. and hence nonequivalence of
known probabilitics and mean ambiguous probabilities. are widespread (c.g.. Larson.
1980, p. 301 Goldsmith and Sahtins, 1983, p. 4539: Curley. Eraker, and Yates. 1984, p.
SO7: Frisch. 1988). These data warn rescarchers 1o inctude simple manipulation
checks —ask subjects whether they think the mean of the ambiguous event probability is
the same as the known probability. ' We should not be surprised if the two are different.

350 Svnrhesis: Snvlized facts from empivical work

Table 3 lists several stylized facts that have emerged from 25 vears of empirical work.
along with relevant stedices and comments on them. We start with the simplest. soundest
findings and proceed to the most subtle (and controversial) ones.

Ambiguity aversion is found consistently in variants of the Ellsherg problems (many of
them using small actual pavotfs) (fact ). Ambiguity aversion persists when preference is
strict. excluding inditference (fact 2). and when ambiguity is partially reduced by drawing
samples from ambiguous urns (tact 3). Ambiguity averters have generadly not been
swayed in experiments that offered written arguments against their paradoxical choices
(fact4). Indeed. subjects pay substantial premiums to avoid ambiguity —around 104/ to
20% of expected value or expected probability (see the comments column of fact 1).

Subjects typically prefer to bet on known probabilitics instead of known distributions

of probability (SOPs) with the same expected probability (fact 3). Increasing the range of

possible probabilitics increases ambiguity aversion (fact 6).

There is some evidence of ambiguity preference for betting on gains with low ambigu-
ous probability. or betting on losses with high probability (fuct 7). (This may be due 10
pereeived skewness, which distorts the mean of the ambiguous distributions of high and
low probubilitics.)

Broader studies using bets on natural events show that ambiguity about probability is
simply one determinant of competence and hence of decision weight (fact 8). Other
determinants include the presence of knowable missing information and overall knowl-
cdge about event domains,

Scveral phenomena should be studied further. Betting on gains (rather than losses.
fact 9} and making choices in the presence of others both seem to increase ambiguity
aversion, but the effects are weak and should be replicated. There is also weak evidence
that ambiguity aversion increases with outcome size,'® which should certainly be ex-
plored further. because outcome dependency distinguishes sharply between theorics.
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The correlation between risk attitudes and ambiguity attitudes appears to be low (fauct
10). but studies have not caretully corrected for measurement error. And in many stud-
ies, the fadure 1o induce or establish a sharp cquivalence between unambiguous and
ambiguous probabilitics makes it dithicult to know whether results violate SEU or not.
Simple. reliable techniques for inducing cquivalence would be very usetul.

4. Formal models of ambiguity

Since many of the models proposed to deseribe ambiguity ctteets generalize the axioms
underlying SEUL itis useful to give some details of the axioms. (Sce Fishburn, 1970, 1982,
T988b. for more detail.)

The tottery-act formulation of Anscombe and Aumann (1962) encompasses both EU
and SEU as special cases. In their formulation, cach consequence is a lottery over out-
comes with objective probabilitics. A conseguence. an outcome lottery «fs), will be
WTILICN s a vector (v, Piic Ly padeowhere pis denote objective probabilities (per-
haps generated by physical devices like coins or rouletie wheels). In the lottery-act
framework. the tinal outcome of act X depends on which state s, occurs. then on \\'hich
outcome the lottery as,) vields. Anscombe and Aumann call the first stage of conse-
quences (als ) plsy)s - tals, ) pis,)) ahorse fortery and the second stage (v pp o
X Po) @roudete lotery)” i

Anscombe and Aumann use standard EU axioms to establish existence of state-
dependentutility functions that represent preferences, namely. order (completeness and
transitivity). continuity, and independence. We here define independence (because
some of the theories reviewed below relay 1t):

Independence. [1.X > ¥ then for any numberr € [0 andany ZhX + (1 - )7 =
rY + (1 = r)Z. The independence axiom states that preferences between two lottery
acts composed of roulette otteries between X or ¥ and a common act should be
independent of the common (or “irrelevant™) act.

These axioms yield a state-dependent SEU representation in which the utility of
consequences depends on the state in which the consequences oceurs. Two other axioms
restrict the utility function to be the same for all states. The SEU representation theorem
states that preferences over lottery acts satisty the tive axioms if and only if there exists a
unique additive probabilin: measure (or distribution) for all states PSS — (001 and a wility
function on the lotteries ads ). B(s). ctc.. unique up to a positive linear transtormation, so that

XzYe E,I’“ Jula(s)) = Sp(.\')u([j(.s)). (2)
AN viT N

The Anscombe-Aumann representation has FU and Savage-style SEU as special

cases. "™ Note also that the probability measure must be additive: " P UB) =Py +

PBy = PANE) (c.g.. the probabilitics of heads and tails in a coin flip must add to one).
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Savage (1934) nsed six axioms (for acts with finitely muny outcomes). His second. the
surc-thing principle. is analogous o independence in EU (see Fishburn. 1987a):

Sure-Fhing Principle. Fet XY, ¥ and Y7 be acts, and et S” be a subset of the set of
states §CHa(s) = () andv(s) = vis)fors € 8" andx(s) = yis)anda'(s) = v'(s) for
s €855 then X = Yitandonly it A = Y7

The sure-thing principle requires one to ignore states in which acts yield the same
consequence, when choosing between the acts, =

Several formal models have been proposed to accommodate ambiguity effects. (Note
that these models attempt to desceribe attitdes toward ambiguity. revealed by choices or
Judgments, rather than simply to define ambiguity.) Some models invoke psychological
principles or propose ad hoc decision rules. Others generalize the axioms of SEU. Of
course, there is no reason that weakening SEU axioms necessarily feads to a better
deseriptive theory, but having an axiomatic underpinning tor a theory provides a simple
way 1o test it, and might provide a transparent way to judge its plausibility. (Unfortu-
nately, some of the axioms given below are nor transparent!)

The models can be roughly grouped into tour classes:

. Some theories account for ambiguity in consequence utilities (Smith. 1969: Sarin and
Winkler. 1990). The other three classes assume varying degrees of knowledge about
second-order probability (SOP).

2. Some theories assume a single SOP distribution (with mean E(p))but relax the axiom
of compound lottery reduction and weight SOPs nonlincarly to explain ambiguity
aversion or ambiguity preference (Scegal. 1987a: Kahn and Sarin, 1988: Becker and
Sarin, 1990). These theories treat possible probabilities the way possible outcomes arce
treated in EU and SEU.

3. Other theories aceept the idea of sers of probabilitics, but do not assume a unique
distribution ot probability over clements of the set (as the SOP approach doces). They
assume preferences are generated by considering some or all of the possible probability
distributions in the set (Hodges and Lehmann, 1952; Ellsberg, 1961: Gilboa and Schmi-
dler, 1989: Gardentors and Sahlin, 1982; Weber, 1987; Nau. 1988: Nechring, 1990),

4. Still other theories avoid unique SOPs or sets of probabilitics entirely. In some theo-

ries, the expected probability £(p) is assumed to be known (or measurable) and is

transformed to express ambiguity aversion (Fellner, 1961: Einhorn and Hogarth,

1985; ¢f. Viscusi, 1989). When L(p) is not known. nonadditive probabilitics of events

can be used 10 express ambiguity aversion (Schmeidler, 1982, 1986, 1989; Gilboa,

1987 Hazen, 1987: Fishburn, 19884 Wakker, 1989a: ¢f. Luce and Narens, 1985;

Tversky and Kahneman, in press: Luce and Fishburn. 1991). A similar approach,

designed to be casily tested with market data, separates decision weight into risky

probability (based on a sample of observations) and uncertainty, which depends on

the sample sizes (Phillipson. 1991).

We now review cach of the four classes of models in turn,
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4.1 Utilinv-based models

Asimple way to express ambiguity aversion is to allow the utilitics from winning bets on
ambiguous and unambiguous events to be ditferent (ef, Karni. 1983, on state-dependent
utility). If the utility from winning an ambiguous bet is lower, aversion o ambiguity is
consistent with utility maximization (Smith. 1969: Franke. 1978).

Recall the three-color Ellsherg problem from section 1.2, Suppose utilities of the
ambiguous events b and r U v arc (B, and utilities of the unambiguous events r and
b U vare i (M) Then assuming additivity, the paradoxical patiern of preferences
implics p(Fyuc (1) > p(byua (1) and p(b U v (1) > plr U v (). These incqual-
itics need not be inconsistent, even assuming additivity, if - (H7) > wa ().

While it expresses ambiguity aversion in a direct way, the state-dependent utility
approach is not parsimonious and borders on tautology. It cannot explain many of the
empirical facts, especially variation in ambiguity aversion across probability levels, unless
those observations are built directly into utilitics.

Sarin and Winkler (1990) advocate the utility-based approach and offer axioms which
imply more restrictive models. In their models, the utility of a prize depends on the other
possible prizes. In the Elisberg problem. for example. a person dislikes betting on the
ambiguous urn because the disutility of losing is increased by the amount one could have
won (reflecting disappointment). { To model aversion when probabilities are ambiguous,
they assume there is no disappointment when probabilities are known.)

Tosome extent. itis a matter of modeling taste whether ambiguity aversion is located
in moditied utilities (reflecting how people feel about consequences) or in modified
decision weights (reflecting feelings about likelihoods). The choice between the two
approaches turns crucialiv on whether one believes likelihood estimates and decision
weights must be equal. Those who advocate moditying utilities are reluctant 1o let likeli-
hood and decision weight difler (e.g.. Winkler, 1991). Those who are willing to allow a
difference may find utility moditication cumbersome or tautological.

4.2, Models based on unigue SOPs

Several models assume unique SOPs, but relax the reduction of compound lotiery
assumption! and weight the possible probabilitics nonhincarly. These modcels exhibit
risk aversion toward (second-order) distribution of probability, akin to risk aversion
toward distributions of outcomes in EU (Chew, Karni, and Safra. 1987). Segal (1987a)
uses the runk dependent generalization of EU originally developed by Quiggin (1982) and
expanded by Yaari (1987), Jullicn and Green (1988), Chew (1989), Segal (1989), Luce
(1988, 1991), and Luce and Fishburn (1991). Scgal's application represents an interest-
ing bridge between the EU and SEU approaches. Like all SOP approaches. his assumes
that subjective uncertainty about a state’s likelihood can be expressed as aset of possible
probabilities. and second-order probability can be assigned to the elements of that dis-
tribution, eftectively transtorming uncertainty into risk. Whether the SOP assumption
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represents o usetul unification of BT and SEUS or deliberate ignorance of an essential
distinction between the two is tor the reader 1o judge.

Segal supposes that the subjective distribution of balls in the Ellsbere two-color prob-
lem s discretely unitorm between O and 100, Sinee « diserete uniform distribution has
101 possible outcomes. the decumudative second-order distribution (one minus the cu-
mulative distribution) assigns a (101-) 101 chance of having i or more winning balls in
the urn. =2 His approach difters from others bused on SOP because he does not assume
that the compound lottery generated by the SOP is reduced to its single-stage equivalent.
Theretore, the utility of betting on cither color from the ambiguous urn N

\MJ
wO NGO RA0T = D 101) = f((101 — i ~ 1) 100} (3)
]

/

The unambiguous urn has utility
w(HH30:100). ()

The function f{ p) allows nonlincar probability weights, between zero and one. to CXPress
ambiguity aversion or ambiguity preference. Tedious algebrashows that it f( p) = p.then
axpressions (3) and (4) ave the same: people should not be ambiguity averse. '

The terms in expression (3) represent weighted probabilities of drawing 7 balls and
winning, For example, the i = 63 summation term is u(HO3 100 (38 f()l) - f(37
101} —that is. the weighted utility of winning if the urn has 63 winning balls. «(H)f(63
100)—umes the incremental weighted probability of getting 63 or more winning balls
(f(38/101)) instead of 64 or more winning balls (f(37/101)). When f(p)is cnnv;‘,\'. the
increments in expression (3) are largest when 7 is small. overweighting the possibility of
anunfavorable urn with few winning balls. However. a slightly stronger condition than
convexity of f( p) is nceded to guarantee ambiguity aversion.>? Luce and Nurens ( 1985)
and Luce (1988) axiomatized related forms of rank-dependent utilities, although the
connection to ambiguity aversion is not made explicit,

Kahn and Sarin (1988) also posit a nonlincar weighting function. The weight for an
cxj’cnl with sccond-order probability distribution &(p) (with mean E(p) and variance
a=(h(p)) is

w(h(p)) = E(p) + Ll,(]’(p)(p = E(p))erp "“/’””‘""/"’d/) (5)

If Ais zero, w(db(p)) = E(p): the model reduces to SEUL I A s positive. tunction (5)
adjusts the probability weight by underweighting the chance of higher-than-average val-
ues of pand overweighting lower-than-average values, producing w(d(p)) < [;'(/:) and
expressing ;imhiguity aversion. A negative A does the opposite, expressing ambiguity
preference, i o

The Kahn-Sarin model resembies theories of disappointment and elation in choice
(Bell, 1985: Loomes and Sugden. 1986: Gul. 1991), except that disappointment results
tfrom bad probabilin: outcomes (from the second-order distribution d(p)y instead of bad
consequences. Put diflerently, the adjustments in function (3) reflect aversion to the

(%)
4
'
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probability risk inherent in the second-order distribution. The same risk function has
been applied elsewhere (e.g.. to asset pricing by Weber, 1990).

Becker and Sarin (1990) take @ more genceral approach. Leaning heavily on the as-
sumption of a well-specitied SOP. their paper builds up analytical tools retlecting the
natural analogy between aversion toward spreads in outcomes (risk aversion) and aver-
sion toward spread in probabihities (ambiguity aversion). They first derive the existence
of a decision weight function on events, w(e) (much like the nonadditive probabilitics
deseribed in section 4.4 below). They assume the event e has an SOP. f.(p). Then they
posit a “probability cquivalence™ function d(-) which gives decision-weight equivalents,
biw(e)) equal 1o the expectation of the weighted SOP probabilities. E(b( f.(p)). The
function &(p) is simply @ utility function on the scecond-order probabilities in f.(p).
Ambiguity aversion corresponds to concavity of &b( p): ambiguity preference corresponds
to convexity. They also derive ambiguity premiums from properties of &b( p). much as risk
premiums are related to e(y) in EUL The value of their approach depends onwhether the
tormal analogy between risk aversion and ambiguity aversion proves theoretically useful
and empirically tenable.

4.3. Models bused on sets of probubilitics

Hodges and Lehmann (1952) and Ellsberg (1961) suggested that people choose using a
weighted average of a gamblic’s expected utility (averaged over possible distributions)
and its minimum expected utility over those distributions. = In Ellsberg’s three-color
example. suppose uncertainty about the ambiguous urn is characterized by a set of
cqually likely possible probabilities tor B from 0 to 2:3. Then a bet on the ambiguous urn
has an expected utiity of (1:3)(Hy and a mmimum expected utdity of O (which occurs if
p(Hy = 0). whereas the unambiguous urn has an expected utility of (13)u(H) and a
minimum expected utility of (1.3)(H). Any average that puts some weight on minimum
expected utility favors the unambiguous urn.

Others have proposed models based on similar decision criteria, typically combining
expectation with some other moment or parameters or taking an expectation on a limited
set of distributions. Gardentors and Sahlin (1982) propose choosing according to the
minimum expected utility over all probability distributions that satisfy some threshold
level of “epistemic reliabitity.” (The threshold reflects the “epistemic risk.” or risk of
error in probability judgment, that one is willing to take.) Their criterion resembles
Hurwicz's (1951 “generalized Baves-munimax principle.” Gigliotti and Sopher (1990)
suggest a rule. of limited applicability, based on hypothesis testing: the null hypothesis
that a known probability and ambiguous probability are the same is tested, using a
sample from the ambiguous urn or process, against the alternative hypothesis that the
ambiguous probability is ditferent. One bets on the known-probability event unless the
hvpothesis is rejected.

Minimax decision rules also emerge from axiomatic analyses in which people are
assumed to have probabilitics that are additive but not untque. In Gilboa and Schmeidler
(1989), preferences are represented by the minimum of all the expected utilities of a
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lottery over its possible probability distributions, (Their representation thus justifies for-
mally the “masimin™ criterion first suggested by Wald (19305 tor choice under uncertainty.)
The crucial axioms for the Gilboa-Schmeidler maximin representation iare “uncertaing

aversion” and “eertainty independence.” Uncertainty aversion requires that £~ ¢ imply pf

+ (1 = plg = [(thatis, mixing fand ¢ using objective probabilitics can only be an improve-
ment). The maximin rule is consistent with uncertainty aversion. because the minimum EU
forpf + (1 = p)ecan be noworse than the minimums tor ffand g taken separately.

Certainty independence is an independence axiom restricted (o mixtores of acts with
sure outcomes (denoted by A): f = ¢ilfpf + (1 = py 2 pg + (1 ~ p)h. Intuitively, the
sure outcome i has the same expected utility for amy distribution of probabilities. <o
mixing it with fand g does not atfect determination of the distributions that minimize EU
tor fand g. Theretore, the minimum EUs tor fand g will be runked the same way as the
minimum EUs forpf + (1 - pYrandpe + (1 — p)h.

A closcly related imodel is proposcd by Bewley (1986). He suggests that the distinetion
between risk and uncertainty is best captored by allowing lotteries to be incomparable
when their consequences are uncertain. Incomparability implics preferences are incom-
plete. Aumann (1962) showed that incomplete preferences can be represented by ex-
pected utilitics over sets of probabilities. Then X > Yift ECUWXY |3y > ECUY) | @) for
all distributions m, otherwise X and ¥ are incomparable.

When fotterics are incomparable, Bewley assumes choices are made by inertia: the
current choice, or status quoy, is only abandoned it a new choice appears that is certainly
better (i.c.. that has higher expected utility for all possible probability distributions). Bewley
admits itis probably hard to distinguish his incrtial theory from the maximin SEU approach
of Gilboa and Schmeidler (1989). but experimental evidence of “status quo bias™ (Sam-
uclson and Zeckhauser, 1988: Knetsch. 1989) supports Bewley's inertia assumption.

Nehring (1990) offers a related approach in which sets of beliefs are assumed as a
primitive construct (rather than simply implicd, as they are by the maximin SEU and
Bewley approaches). Imagine that cach of the most extreme beliefs in the set are the
belicfs of a different alter ego within a person’s mind. Nchring's “simultancous FU ™ rule
then chooses an act as if resolving bargaining among the alter cgos holding the most
extreme beliefs by using the Kalai-Smorodinsky bargaining solution. In contrast. maxi-
min SEU uses a Rawlsian bargaining solution, by picking the act that makes the alter cgo
made worst-ofl by that act as well-ofl as possible.

There s also a large statistical and philosophical literature concerning sets of proba-
bilities, or “upper™ and “lower™ probabilities (Koopman, 1940: Good. 1950; Smith.
1961). The main objection to this approach (as with SOP) is that it replaces unrealistic
precision in probability estimates with precision in estimates of probabitity bounds. But
people might be comfortable giving precise bounds. And even if bounds are imprecise,
decistons might be more robust to errors in upper and lower estimates than to errors in
unique probability estimates.

Nau (1986) derived a choice representation using upper and lower probabilities that
are “confidence-weighted™ by the amount of money a decision maker will bet at the odds
implicd by the upper or lower probabilities. The confidence weights are like @ member-
ship function (Zadeh. 1963) for specitic upper and lower probabilitics, They also measure
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the Kevnesian “weight of evidence.” in a manner consistent with de Finetti and Savage’s
principle of inferring judgments from choice. Nau's model also avoids objections to
precise assessment of upper and lower probabilities because the confidence weight mea-
sures their imprecision. His model can also allow imprecision of utilitics.

44 Models withour SOPs

4.4.1. Nonlinear weighting of expected probability E(p). Einhorn and | logarth (1985) pro-
pose an anchoring and adjustment model underlying nonlinear weights. They begin by
positing weights cqual to an anchor p o, adjusted up by Ay and down by A to express the
imagination of possible probabilities greater and smaller. respectively, than the anchor.
{The Kahn-Sarin model can be interpreted as making such adjustments, with the anchor
P equal to the expected probability.) Upward adjustment Ky is assumed to be propor-
tional to the range between one and the anchor (1 — pa) downward adjustment is
proportional to the anchor. raised to a power § to reflect ambiguity attitude. The result-
ing probability weight is

Sy = (1= 0pa + 001 = py = phy = pa + 001 — py = pl). (6)

The Kahn-Sarin and Einhorn-Hogarth models allow probability weights to depend on
outcomes through the parameters A and 3. Outcome dependence is important because
people are ambiguity-averse for botf gain and loss gambles, Models like Fellner's (1961),
in which ambiguous cevents simply have o lower probability weight, fail deseriptively
hecause they predict preference for ambiguous bets on losses.

Viscusi (1989) proposes a probability adjustment model in which subjective probabil-
ities 5. ke the imagined probabilities in the Einhorn-Hogarth approach or clements of
the set of possible probabilities. are weighted and combined with a weighted objective
probability ¢ (perhaps a stated probability or subjective best guess). The combination
rule corresponds to Bayesian updating of a beta distribution, which generates a simple
posterior probability p* = (ys + &p) (v +&). The parameters vy and £ are weights that
represent confidence or the amount of information backing cach probability (formally
operationalized as a number of observations based on the probability). For example. in
the two-color Ellsberg problem, s for the ambiguous urn would be less than .5, and G4 =
S.giving p* < S (depending on the weights y and §),

Hazen (1987) axiomatized 4 subjectively weighted linear utility”™ (SWLU) mode! that
permits direet outcome dependence of ambiguity. As in weighted atility under risk
(Chew and MacCrimmon. 1979 Chew, 1983), in SWLU subjective probabilities are
weighted by a function of their consequences, SWLU assumes independence and substi-
tution for roulette lotterics, and two unique axioms that dictate how uncertain
probability-cquivalents of risky lotieries are combined. Then the SWLU of an act fis

St sl fi, o)

SOt fs )
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The tunction e f(s,))] weights the subjective probability pes, ) in a way that depends on
the utility of outcome fs,). The denominator normalizes the weighted probabilities so
they add to one. Note that if -y is constant. all subjective probabilitics are weighted
cqually, so SWILLU reduces to SEUL

SWLU expresses both features of evidence that Keynes wrote about: subjective prob-
abilitics p(s, ) have the classical interpretation as degrees of belief ( implications of evidence).
but the tunction d(+) allows one 1o be hesitant or cager to bet according to those beliets
(reflecting the weight of evidence). Furthermore. one's hesitance to bet can depend on
the size of the outcomes (though recall that outcome dependence is weak in experi-
ments). Hazen und Lee (1989) spell out some other implhications of the SWLU model.

4.4.2. Models with nonadditive probabilities.  Schmeidler (1982, 1989} axiomatized SEU
with nonadditive probability distributions in an extension of the Anscombe-Aumann
framework (using both objective and subjective probubilitics). In his model, probabilities
vary between Oand 1 and are “monotonic™ (e P(E) = PIF)YITE and F are sets of events
with 5 C Fybut not necessarily additive. Thatis, P(E U F) = PUEY + PF) = P(E N F).

Nonadditive probability allows the probabilitics of two equally likely events to be
cqual (P(A) = P(B)). but does not force them to have the same probabilities as two

events C and 1) that are also thought 1o be cqually likely, based on a richer set of

mformation. Nonadditivity allows P() and P(B) to measure likelihood of events timpli-

cations of evidenee), while 1 — P(1) — P(B) measures faith in those likelihoods (weight of

cvidence).

Schmeidler shows that SEU can be generalized o allow nonadditive probabilitics
when independence is weakened 1o apply only to “comonotonic™ acts. Acts fand g are
comonotonic if f(s) > f{r) implies g(s) > g(1) (for states s and ). It fand g are comono-
tonic, they (weakly) rank states, according to their consequences. in the same way. Vio-
fations of independence seem to occur when g > fobut the mixture of pf + (1 — p)his
preferred to the mixture pg + (1 — p)i because h “hedges™ fmore than it hedges g, (An
act A hedges £if it has a good outcome when f has a poor outcome. and vice versa.) By
definition, comonotonic acts cannot hedge cach other because a state that pays oft well
for one act pays well for every act that is comonotonic.

Comonotonicity is crucial in deriving nonadditive probability. To see the link. recon-
sider the three-color Ellsberg example, rewritten slightly in table 4. No pair of the three
acts X, Y, and 7 are comonotonic because there are always two states in which the acts’
consequences are ranked oppositely. (For example. X(red) > Y(red) but X(black) <
Y(black).) Now note that act X is a mixture that viclds a .5 chance of 1 (a probability
mixture between X and Z) if red or yellow oceurs. Y s a similar mixture of ¥ and Z.

Ambiguity about the black and vellow states is what makes Y and 7 unappealing.
Mixing ¥ with Z hedges that ambiguity (or probability risk). producing the appealing act
Y7, precisely because Yoand Z are nor comonotonic. The black and vellow states hedge
cach other because cach state “cancels out™ the ambiguity in the other when the states
are unionized. A way to express the value of hedging mathematically is to make the
decision weight on the union (black U yellow) greater than the sum of the weights on
black and on yellow. The mathematical expression of the value of hedging probability
risk is precisely what nonadditive probability allows.
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Table 4. The three-calor Bllsberg problem. revisited

Number of batls

A0 ol
At Red Black Yeltlow
A I " t
Y Ul 3! 0
V4 B u 1
A SN ¥ S
¥ { S SH

When probubilities are nonadditive. expected utilities must be caleulated in an unor-
thodox way, introduced by Choguet (1933-1954) and first applicd to utility theory in
Schmeidler (1982). First rank the states s, from 1 to sz based on their utilitv 1 f(s,)) (fora
particular act £). Then for lotteries with finiteh many outcomes. nonadditive subjective
expected utility is

" ‘ § il

u( s psy) + Su( f(s,){/r( U s/) - p( LJ‘ \-/”‘ (8)
i 2 vl i

Note that it the probubility measure p(-y is additive. the bracketed difference is simiply

ps)cand the expression reduces to SELUL

The runk-dependent extension of prospect theory to many-outcome lotteries., calied
cumulative prospect theory (Tversky and Kahneman, in press). uses Choquet integrals to
compute weighted values of consequences. The twist s that the Choquet weighting
reflects around the origin (or reference point). The decumudative distribution tunction of
positive outcomes above the referenee point (or its event-based equivalent) is weighted,
the cionudurive distribution of negative outcomes is weighted separately, and the two are
added together to determine the weighted value of a gambie.

Gilboa (1987) axiomatized SEU with nonadditive probability in a Savage framework
{using only subjective probabilities, with an infinite state space). His proof uses a variant
of the sure-thing principle restricted o comonotonic acts. which is shown in table 5. In
Gilboa's axiom. indifference between the acts in the first row of the table, combined with
preference for the left actin the third row (and the fact thaty) > v ) implics that A is a
better state to beton than B. His axiom then requires that preference between acts in the
third row implies the preference pattern in the fourth row. Note that the axiom only
applies if the acts in the left and right halves of the table are comonotonic with other acts
in the same half. Since acts in cach halt are comonotonic, the probabilities of A and
not-A could be nonadditive without disturbing the axiom's implication.

Wakker (1984) found an alternative axiomatic route to the proot of EUL using a
complicated axiom called “cardingl coordinate independence.” In Wakker (1989a, b) he
uses the same axiom. restricted to comonotonic acts, to derive SEU with nonadditive
probabilitics.
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Table 5. Generalized sure-thing princples

Cilboa (1987)

A not-A{ B not-

v / ¥ /2

v £l t2 82

Vi I > vy N
mplics Vo go > Vo @-
Wakher (1950 Fory, - xoadlacts i cach column PAIT AIe Painvise comonotonic, )

A not-1 B not--1

v / [ v

v t = & Y

B not-f B not-f3

« 5 = B3 !
implies v s = & !

(Al acts i the LOp two rows are patrwise comonotonic, and all acts in the bottom two rows are pair-
Wise comonotonic. )

Table 5 shows Wakker's axiom. The crucial idea is whether tradeotfs across different
state outcomes are stuble. In the first two rows. preferences for acts are reversed by
substituting y for ain state A, and & for B in state B. The bottom two rows imply that the
same substitutions should not reverse preference in the opposite direction when the
conscquences in the complementary states not-- and not-8 are changed. Prohibiting
such contradictory substitution effects is enough to prove an SEU representation. Lim-
iting the prohibition only to comonotonic acts allows probabilitics to be nonadditive. 20

Fishburn (19884) derived a generalization of SEU allowing nonadditive probabilitics
with nontransitive preferences.

Sarin and Wakker (1990) derive nonadditive SEU in yet another way. Their paper
introduces a new axiom that generates nonadditive probability without mentioning
comonotonicity. First, they introduce the usetul idea of “cumulative consequence sets,”
setsofconsequences £(x) suchthatif visin £ then all betterconsequences.y = varealsoin
L. Denote the set of states that give consequences in E. for a particular act f. by /7 YL,
Then induce a preference relation on states A and B from preferences overacts: A > Bif
an act that pays off an amount on. 1 is preferred to an act that pays off the sume amount
on B.Sarin and Wakker show that the usual Savage axioms (with the sure-thing principle
restricted to a set of unambiguous events), along with a ~cumulative dominance™ axiom,
imply a4 nonadditive SEU representation:

Cumulative dominance. 11/~ (£) = ¢ (L) for all £, then f = g,

Cumulative dominance requires that an act that gives good consequences (in £) in
more likely states should be preferred. (It is a reasonable SEU analogue 1o stochastic

s}
"
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dominance in EU.) In conjunction with the other axioms, cumulative dominance is
strong enough to foree probabilities to be monotonic—it would be violated it P(-4) =
P(B)whenA © B—but not strong enough to require additivity.

We note that it is difficult 10 judge the normative appeal or empirical descriptiveness
of cumulative dominance or the two axioms shown in table 3. But all three axioms are
casy to test experimentally (and all three are implied by the standard SEU axioms, but
they do not imply alt the standard axioms).

Luce and Narens (1985) studied even more abstract models in which outcome utilitics
were weighted by (rank-dependent) event weights, But their study was limited only to
binary gambles. Luce (1988) extended the rank-dependent model to gambles with many
events and provided axioms. Luce (1991) and Luce and Fishburn (1991) extend it tur-
ther, to gambles with both gains and losscs.

Nonadditive probabilities have also been prominently discussed in the belief theories
of Dempster (1967). Shater (1976), and others (c.g.. Levi, 1984). In the Dempster-
Shatfer theory, a portion of belief can be committed precisely to event A (the amount of
belief is denoted by (1)), or to subsets of events that include A. Belief committed to
sets of events need not satisty additivity. In the Ellsherg two-color example. for example,
we might have m(red) = m(black) = 0—we refuse to commit any belief specitically to
red or black—but mi(red U black) = 1. Dempster-Shater beliets (and related ap-
prouches) are widely used in applications such as artificial intelligence, where elicitation
of conditional probabilities and Buyesian updating is tedious and unappealing to users
(see Buchanan and Shortliffe, 1984).

Nonadditive probabititics create some curious problems (Gilboa, 1989b). Tt probabil-
ities are nonadditive, then maximizing w(x) is not necessarily the same as minimizing
~u(x).>" preference orders can differ when two ditferent kinds of Choquet expectations
are taken. and the standard conditional probability p(-1 | B) = p(1 N BYP(B) can
violate intuitively appealing properties (such as P(B | 4)) =2 P(B | 4, N 45) = P(B |
A2)). Gilboa (1989b, p. 412) interprets these problems as normative reasons (o prefer
additive probabitity.

In & novel approach, Fishburn (in press) supposes that the ambiguity of an event can
be measured directly (acts can be ordered by their degree of ambiguity), not merely
inferred from choices. He proposes several axioms on ambiguity judgments. shows what
numerical properties of ambiguity the axioms imply, and conncets event ambiguity with
subadditivity of event probability. His axioms are casy to test,

Phillipson (1991) construets a model designed to be testable using observable market
data. In his modcl. risky prohabilitics arise from a sample of & abscnvations of outcomes
nthe set Z = {zy. 200 L 2,0 (For example. insurance companies observe accident
trequencies of drivers in demographically determined risk classes.) Uncertainty arising
from the sample of size Nis represented by putting a decision weight M(N) on the set of
all possible outcomes Z (as in the Dempster -Shater approach). The weight placed on g
is the relative frequency of obsernvations of that outcome (1), times the weight placed
on all risks rather than uncertainty. I — M(N). The scheme therefore expresses both
uncertainty (through A(N)) and risk (through 2,/4N). Then the model can be tested using,
observable prices and relative frequencies. it assumptions are made about M(N) and an
uncertainty-aversion parameter.
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4.4.3. Nonadditive probabilities and maximin rules onsets of SOPs.  There is an important
Kinship between probubilities that are unigue but nonadditive. and sets of additive prob-
abilities {(section 4.3 above). The “core™ of nonadditive probability distribution v oen-
crates i set of distributions. For example, suppose 1 and B are two events with vy = 2.
HB) = 30t UB) = and vl N B) = 0. Then the core of s all p(-1) and p(B)
satistylng p(-1) = 2 p(B) =2 3, and p(-1) + PUBY = 1 s conves (e it (4 U B) 2
(D) By - (A4 N B as inthe example). then the nonadditive SEU determined by v

is the sume as the maximin SEU determined by the st of probabilities that is the core of
v Intuitively. one can think of the unique nonadditive distribution v as a compiact way ot

representing maximin preferences. Weighting outcomes by subadditive probabilities ex-
presses the sume Kind of pessimism that taking the minimum SEU over possible proba-
hilitics does. But strictly speaking. neither approach is a special case of the other, 2

4.44. Pseudo-Bayesian updating with nonadditive and maximin SEU. Citboa and
Schmeidlier (1991) study u crucial problem in generalized SEU approaches: how to update
nonadditive probabilities and sets of probabilitics. They define a family of pseudo-Bayesian
updating rules in which decision makers update after an event A1 occurs by implicitly
assuming that an outcome fwould have happened it .1 had not. (Preferences over the
acts updated this way reveal updated subjective beliefs about1) Each fgives a ditferent
updating rule. When probabilitics arce additive. cach rule coincides with Baves's rule.

Probabititics updating using pseudo-Bayvesian rules are nonadditive if and only if the
possible outcontes fare the best and worst possible outcomes (or combinations of them
across states). It fis the worst possible outcome. the updating rule corresponds (o the
familiar formula p(B | ) = p(B N )Pt I Jis the best possible outcome. the
updating rule corresponds to the Dempster-Shafer rule. p(B 1) = | pliB N Ay U %) —
P = PeAY)) (where 1Y denotes the complement of . 1),~Y

When there is a set of additive probabilitics (as in the models in section 4.3). 4 maxi-
mum likelihood updating rule picks out those distributions that give muximum probabil-
ity to an obscrved event A, updates them, and gives zero probability 1o all other distribu-
tions. When preferences can be expressed cither by nonadditive SEU or by maximin
SEU, then the maximum likelihood rule gives the same updated probabilitics as the
Dempster-Shafer rule. The equivalence of maximum likelihood (which s widely used in
classical statistics) gives a novel underpinning to the Dempster-Shater rule.

45 Svahesis

The theories reviewed in this section are diverse and numerous, Unlike generalizations
of EU, which usually weaken one of o few crucial axioms. attempts to modity SEU to
allow ambiguity aversion have gong in many different directions.

The available evidence on ambiguity (some of which wis reviewed in section 2) casts
doubt on features ot some of the theories. Some studies indicate that subjects are sensi-
tive to features of the distribution of probability beyvond the minimum and mean. which
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casts doubt on the maximin-SEU approach (and on some variants of it including Ells-
berg's). Most available studies find no correlation between risk attitudes and ambiguity
attitudes. which suggests that conceiving of ambiguity aversion as simply an implication
of risk aversion toward probability—as in the nonlincar weighting approaches—might be
wrong too. An apparent tinding. which desperately needs more careful investigation, is
that the degree of observed ambiguity aversion is roughly independent of the conse-
quences of bets it true. that fact lends credence o approaches that modify proba-
bility to a degree that is independent of outcomes, {However. utility-based approaches
can also accommodate such an independence.)

So far. we know of no evidence that direetly contradicts the nonadditive SEU ap-
proach, or the psychological theories based on distortion or modification of “expected™
probability. The two kinds of theorizing could be productive complements. Psychological
notions of distortion arising from anchoring and adjustment, or pessimism. might explain
why probabilitics are nonadditive and suggest tests in natural scttings. At the same time,
giving nonadditive SEU an axiomatic underpinning supplics a sharp new way to test for
nonadditivity (by testing axioms like comonotonic independence or cumulative dominance).

Finally. all the theories in this section were initially inspired by experiments on the
Llsberg paradox (or thought experiments described by Ellsberg and carlier sources). As
a result. none of the theorics incorporate the newer ideas that ambiguity springs from
missing information. and gaps between decision weight and beliet arise because of com-
petence (which is connected to missing information through decision maker knowledge).
Itis time for a second generation of richer theories that are stretehed, or spectfically
designed. to reach bevond Ellsberg-type problems into broader domains of missing in-
formation and competence.

5. Applications and speculations

In this section we review empirical studics of ambiguity in applied fields. like medicine
and cconomics. Studies are included here. rather than in section 2 above, it they use
choices drawn from an applied domain (like a range of health risks. or ambiguous insur-
able events). We also suggest some possible arcas of application nobody has yet pursued.

51 Medicine and health

Hamm and Bursztajn (1979) were the tirst (o replicate the Ellsherg paradox in a medical
setting, using a hypothetical clinical scenario. They found a substantial minority of am-
biguity averters.

Curley, Eraker. and Yates (1984) gave a hypothetical case, describing a patient with
stiffness and pain in the legs after walking, to patients waiting for treatment in a clinic,
The putients first gave a probability of success £ at which they would choose a specificd
treatment (if they were the patient in the case). Then they said whether they would
choosce treatments with ambiguous probabilities distributed around P.
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About 20 avoided the ambiguous treatments. That degree of ambiguity aversion
may scem low, but only 237¢ of the sume paticnts avoided umbiguity in an LDsberg-type
question with monetary outcomes, (Ambiguity attitudes in the medical and monetary
settings were only weakly correlated. ) There was no variation in ambiguity aversion for
three brands of ambiguity (the treatment was now. paticnts’ reactions were variable,
or doctors’ estimates were variable). The best predictor of ambiguity aversion was a
lack of confidence that the ambiguous treatment would work as well as the unambig-
uous treatment,

Ritov and Baron (1990) studicd the effect of ambiguity on decisions about vacemating
children. Vaceination reduces the risk of dying from a discasc, but the vaccination itself
might be harmtul, When ambiguity ubout vaccination risk was caused by sulicnt missing
information about the risks from vaccination—a child had a high risk of being harmed by
the vaccine, or no risk at all, but it was impossible to find out which—subjects were more
reluctant to vaccinate,

Viscusi, Magat, and Huber (1991) studied reactions to ambiguous information about
the risk of nerve disease and lymphatic cancer among 630 customers at a shopping mall,
Subjects were told that two studics gave different estimates about the risk in town A (150
and 200 cases per million, for example). Then they were asked what certain risk level in
town B (or risk-cquivalent) that would make them indifferent between living in A und
living in B. A person neutral (averse) toward ambiguity should have a risk-cquivalent
cqual to (greater than)y 175, the mean of the estimates in the two studics. There was a
small amount of ambiguity aversion: the median risk-cquivalent was usually 175, but the
mean was 1781 for estimates of (150, 200, and it was 180.7 when estimates were more
widely-dispersed (110, 240). Regression estimates of individual risk-cquivalents (Viscusi
and Magat, 1991) suggested that the risk estimate given first received more weight than
the second estimate (4 “primacy cffect”). unless subjects were explicitly told that the
second study was done after the first. The effect of dispersion in risk estimates also
appeared to be concave (the dispersion of 130 between (110, 240) had only a little more
eftect than the dispersion of 50 in (150, 2000).

Curley, Young, and Yates (1989) triecd to measure doctors’ ambiguity about the
chance of coronary obstruction in several hypothetical cases, in three different WaNS:
expressions of confidence, interquartile ranges around estimated probability. and ranges
between minimum and maximum “plausible™ probability values. Their goal was to study
validity of the three measures of ambiguity. rather than to investigate ambiguity aversion
in choice. Validity was unimpressive. While precise probability estimates did refleet the
contents of the case. and changed when additional case information w as given, the range
measures changed in unpredicted ways when additional information was given, The
interquartile and plausible ranges were correlated across doctors (r = .54) but only
weakly correlated with confidence. The ambiguity measures were siho correlated with
precise probability estimates, suggesting that disentangling measures of ambiguity from
measures of probability is difficulty.

These medical and health studies are a little discouraging, because they show less
ambiguity aversion, and less reliable measurement of ambiguity. than is observed or
assumed in laboratory experiments (and in theory). But applicd work of this sort is
crucial to bridging the gap between the world of theory and the natural world.
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5.2 Inswrance. liabiline, and taves

In the 1980s American insurance firms begin raising premiums dramatically (or refusing
to sell insurance at all) for several classes of highly ambiguous risks. like environmental
hazards or manufacturing defects (e.g.. Priest, 1987), Intrigued by the insurance compa-
nics” behavior. Hogarth and Kunreuther (1985, 1989) conducted sunvevs and discovered
ambiguity aversion in hypothetical decisions by both professional actuaries and expert-
enced in;uruncc underwriters (Kunrcuther etal.. 19913, Indeed. many actuaries set rates
by multiplying expected value by a multiple that reflects both administrative costs and
unanticipated risks (an ambiguity premium: see Lemaire, 1986). This pricing rule is
predicted by Phillipson's (1991) model. in which rates reflect expected lnssgs and _u
premium depending on the firms” ambiguity aversion and on their sample size. (His
model is casy to test because it links the degree of ambiguity explicitly to an obscrvable
variable, the sample size of observed accidents.)

Hogarth and Kunreuther (in press) also found that actuaries responded to perfect
mrrcltnion ot risks by adding a Targe ambiguity premium to rates, contrary to the SEU
prediction that ambiguity should not matter when risks are pertectly correlated (see also
Kunrcuther, 1989).

Ambiguity may be important in fitigation. Hogarth (1989) used experimental scenar-
ios 1o study willingness 1o settle litigation before trial when ambiguity about winning was
high or low. {Ambiguity was defined as an attorney’s uncertainty about the probability of
\\’i?lllil]g.) Plaintiffs filing suits were always cager to settle rather than litigate. Defen-
dant’s decisions were more subtle. When the (expected) p = .5, ambiguity made defen-
dants more willing to settler atp = 8 ambiguity made defendants less willing to settle
(consistent with umhiguil_\'—sccking at high probabilitics of loss observed in other studies).

Willham and Christensen-Szalanski (in press) gave subjects actual medical liability
cases and manipulated ambiguity about the probability of winning. As in the Hogarth
(1989) study. ambiguity was high when lawvers had “little confidence™ in the assessed
pr<»lmlwililic.&". and low when the lawyers had “extreme contidence.™ When un}higuily was
high. subjects were willing to settle for less as plaintifts, and offered more as dclcn'dzu‘lts‘ As
aresult, pairs of subjects were three times as likely to settle out of court when ambiguity was
high. In the legal framework. ambiguity appears to increase the zone of scttlcmcnls that
subjects prefer to a court battle. Compliance with tax-reporting requirements is another
legal choice where ambiguity about the probability of getting caught may matter. Casey
and Scholz (in press) conducted an experiment with tax-compliance scenarios in which
the risks and penaltics from getting caught were clear or ambiguous. Their data rcpIiAculc
patterns observed in more abstract setting (c.g.. Einhorn and Hogarth, 19806): suh'J.cqs
were typicully ambiguity averse, but were ambiguity-preferring when expected probabilitics
of getting caught were high (.9} and the expected penalty was near its stated maximun,

5.3 Murketing

Kahn and Mcyer (1991) studied choices of consumer products when the usefulness of a
new feature was ambiguous.*! For example, subjects could buy 4 VOR with or without a
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stereo teatures the fraction of stereo videos available for rent was 250 (no ambiguity) or
010 507 thigh ambiguity). When features enhunced the value of o product. correspond-
ing 1o a gain in utiiny, subjects were ambiguity averse (they were loss likely 1o buy the
enhaneed product when ambiguity was high than when ambiguity was low), But when
features were necessary to presene the product’s vidue, they preferred ambiguity.

Ross (1984) pave subjects a choice of whether 1o make a new product or not, given five
expertestimates of the probabilitics that one or two other firms would make o competing
product. Ambigaity was created by dispersion of the experts” estimates. A computer
system recorded the information subjects looked at while they made their decisions.
When ambiguity was higher, subjects ok fonger to make a decision. looked longer at
“bad information” (the experts” assessed probabilitics that nvo other firms would
compete). but made roughly the same choice as when ambiguity was low, These data
are the first direct evidence that increasing ambiguity shifts measured attention from
good outcomes to bad outcomes. providing a psvehological underpinning to theories
in which ambiguous probabilities of bad outcomes are overweighted. or 4 maximin
SEU s calculated over pessimistic probabilities,

S Financial niarkets

Dow and Werlang (in press) applicd SEU with nonadditive probability 1o assct
markets ™ (see also Simonsen and Werlang. 1990). Consider an ambiguity-averse trader
who begins owning no shares of a stock. They showed that it an assets value is ambigu-
ous, there will be 4 price B at which a trader will buy shares and o price § at which a
trader will sell shares short (with B < $. 4 positive “bid-ask™ spread). In SEU with risk
neutrality, B must cqual S: but subadditive probabilities create a gup between B and S,

The Dow and Werlang model implics that trading volume on organized exchanges will
be atfected by changes in ambiguity. For instance. when the ULS -led forees attacked Irag
i January 1991, ambiguity presumably rose because the invasion ereated missing rele-
vantinformation (viz.: Who would win the war?). Because of the ambiguity, many stock-
brokers told investors that it was a bad time to cither buy or sell. Carcful studies are
needed to test whether ambiguity shocks like these actually do raise bid- ask spreads and
reduce trading volume. The crucial empirical step s tinding a sensible ohservable mea-
surc of ambiguity that predicts bid-ask spreads.

On the other hand. when Iraq invaded Kuwait in August. 1990 —raising ambiguity
about future oil prices —there was cnormous trading volume in oil market. This curious
contrast in trading volume—high in oil. fow in stocks— suggests that willingness to trade
in ambiguous situations may be moderated by knowledge or confidence (as in Heath and
Tversky. 1991): professional oil speculators traded more while individual stockholders
traded less.

While the Dow-Werlung theorem suggests o kind of portfolivinertia, or reluctance to
trade, other applications of ambiguity aversion suggest an irrational cagerness to trade.
Milgrom and Stokey { 1982) showed that two people should not trade with cach other if
their only motive for trading is speculation based on new information (the so-called
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“Groucho Marx theorem™), Surprisingly. this conclusion can be reversed if probabili-
ties are nonadditive (Dow. Madrigal. and Werlang, 1989), Suppose traders are unwilling
to trade at an initial position. because of ambiguity about asset values (expressed by
subadditive probabilitics). Then new information can ereate a motivation to trade bv
reducing ambiguity and removing the initial reluctance to trade,

Ambiguity might be especially important for certain kinds of assets about which little
is known. Tike shares of smaller firms or “initial public oflerings™ (IPOs) of smali privately
held compunies. Indeed. stoek prices of small firms do rise more than prices of large
firms. adjusting for market risk (Keim. 1983). and [POs tend to jump in price about 10¢¢
when the market for their shares first opens. The apparent excess returs to small firms
and IPOs might be premiums paid to investors who dislike ambiguity (sce Yoo, 1990). but
there are many competing explanations (c.g.. Koh and Walter. 1989, and others they cite).

Another indication of financial ambiguity aversion comes from personal holdings of
domestic and foreign seeurities. French and Poterba (1991) estimate that people in
several countries sacrifice about 347 in annual expected returns—  substantial amount,
since stocks rise about 8¢ per year—by holding too many shares of domestic frms and
not enough toreign shares. One explanation is that people fecl less ambiguity, or have
more knowledge. about their own countny’s cconomy (¢f. MacCrimmon. 1965, pp. 13-
I4). The 3% Toss they aceept is the premium the pay for avoiding ambiguity about foreign
investments,

Finally. two recent studies, by Dow and Werlang (in press) and Epstein and Wang
{1992) explored implicutions of nonadditive probability for assct pricing models.

-
‘o

Lconomic applications

5.5.1. Entrepreneurship.  Knight (1921) distinguished between risk and uncertainty (or
ambiguity) because he thought entreprencurs carned ceonomic rents from bearmg un-
certamiy rather than risk. Bewley (1986) made a similar conjecture. (In technical terms,
entrepreneurs are those with “fatter cones.™) Some studies have found that entrepre-
neurs have a higher “tolerance for ambiguity™ than nonentreprencurs (¢.g., Begley and
Bovd. 1987), as measured by psychometric scales, but no studies have looked specitically
{or differences in ambiguity aversion.

5.5.2. Contracting.  There is a large literature discussing “incomplete contracting”™ in
cconomic situations. The presumption is that there are many contingencies that could
affect the terms of an cconomic relationship, but the probabilities of all contingencies
cannot be sharply specificd. Ambiguity abut state probabilitics may force agents to use
simplificd contracts with flexible, heuristic methods for resolving disputes. Williamson
(1Y83). Grossman and Hart (1986). and others note that the inability to make complete
contracts will tavor ex ante specitication of authority as a mechanism for resolving dis-
putes—trunsactions will be “internalized™ within firms—when disputes are costly to

“resolves When disputes are fess costly, vague long-term contracts, enforced by reputa-

tional incentives. will be common
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Bewley (1986) applicd his choice framework 1o labor contracting. ™ Contracts are
olten simple (keeping wages rigid. for instance) but extend for long terms. Bewley sug-

gests that ambiguity creates a special kind of bargaining cost. which can be reduced if

contracts are simple.

.60 Demand for ambiguin-redi ng infornaiton

I people arc averse to ambiguity because they distike not having missing information, it
l‘t)llf)\vs that people will value provision of any information llmtvrcduccs‘lhcir ambiguity
(().1‘ Increases perecived competence), even if it will not change their decisions, This result
s in sharp contrast to the economic model of demand for information, which assumes that
demand for information is derived from its value in making decisions. (One could model
dqnumi for ambiguity-reducing information in the economic model simply by positing
'derCl preferences over the amount of information know n. or distaste for 'unknuwr;
information. Asch. Patton, and Hershey (1990) give such a model for medical choices.)
For example, medical tests are sometimes conducted even when they are not accurate
enough to change a doctor’s diagnosis. ™ And surveys show that paliu;ls prefer to know
more than doctors typically telt them (Strull. Lo, and Charles. 1984). but the patients do
notwant a greater role in making medical decisions. Perhaps the paticnts simply dislike
ambiguity. )

5.7, Decision analvsis

l?ccision analysis is the practice ofengineering better decisions. In decisions that involve
risk or uncertainty. analysts usually begin by assuming. or trying to persuade people, that
SEU is an appealing rule for making decisions.?’

Many decision analysts have tried 1o incorporate concern for ambiguity, or at least
second-order probability, in their analyses. In risk estimation it is common to include
three (or more) levels of estimated risk. rather than collapsing them into u single esti-
mate (c.g.. Pate-Cornell, 1987). Brown (1990) describes an “assessment uncertaimnty
technology™ for computing the chance that probability estimates are accurate. Strategic
planners in businesses and government often work with an expected, "best-case,” and
“worst-case™ seenario in forecasting variables that are probubilitics. Others have devel-
oped decision-analytic methods that allow users to specify ranges of probabilities, rather
than point estimates (Weber, 1987). Users are then told w hether the expressed range is
informative cnough to pick one alternative. and how narrowing the expressed r;;nuc
would aftect the optimal choice, )

5.8 Dutch books

de Fi{)ctli (1937) showed that a person who made incoherent probability estimates could
be offered a series of bets, each of which she would tiake. which would certainly make her
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worse off. Such “Dutch books™ (or “money pumps™) are often thought to provide an
external discipline that might enforce principles of rationality when people mistakenly
violate the principles or consciously reject them.

A Dutch book can also be constructed to exploit ambiguity aversion. Consider the
Ellsberg two-color problem. In step 1. give an ambiguity averter a bet on a red draw from
the ambiguous urn. She will pay to exchange it for a red bet on the unambiguous urn:
collect her pavment. In step 2. do the same with a bet on black. Now if she had kept both
of the bets she got initially (ambiguous red and ambiguous black). she would have
certainly won H'. With the unambiguous bets she bought. she certainly wins B too, but
she paid money in the process. (To complete the cycle. persuade her to give the two
unambiguous bets back in exchange for the two ambiguous ones.) Heath and Tversky
(1991) and Keppe and Weber (1991) report empirical observations of this sort.

The construction of Dutch books like this one is delicate. If our ambiguity averter had
known instep | that she was getting a matching ambiguous black bet in step 2, she would
not have exchanged the ambiguous red bet. So the success of the Duteh book relies on
isolating each choice in a sequence (cf. Fishburn, 1988b, pp. 43-44): if the victim had
asked atstep | whether a second step was coming up, and what it was, the Dutch bookic
would have to close up shop (or lie). Furthermore, a victim would have to be myopic to be
led through the entire eyvele repeatedly.

A less slippery Dutch book arises from an observation first made by Raiffa (1961). A
person who dislikes ambiguity in the two-color Ellsberg problem can always flip a coin to
decide whether to bet red or black. transforming the choice between ambiguous bets into
a gamble similar to 4 bet on the unambiguous urn. In some theorics proposed to account
for ambiguity aversion. the coin flip is distinctly preferred to an ambiguous bet. (If it is not,
the Dutch book will not work.) For instance. Gilboa and Schmeidler's (1989) maximin
SEU theory explicitly assumes such an axiom (called uncertainty aversion): f ~ g implies
pl+ (1= p)g = fiwhere pf + (1 = p)gis a probabilistic mixture of fand g. For people
that exhibit uncertainty aversion, a Dutch book works as follows. Give them £ Then let
them pay to exchange it for the gamble pf + (1 = p)g. Play the gamble: if it yields g.
switch g for f (since f ~ g): if it yields f. do nothing. The Dutch book atways leaves them
with f, where they began. ™ and leaves them a little poorer.

A Dutch book is an extreme example of violating stochastic dominance (since, by
definition, one is certaimty lett worse off by a Dutch book). Violations of dominance that
might leave a person worse off. because of ambiguity aversion, can also be constructed.

Tversky and Kahneman (undated) give an clegant example: two boxes cach contain
red and green marbles. A marble is drawn from cach box; if their colors mateh, you win
$60. In game A, both boxes have 50¢¢ red and 5047 green marbles. In game B, one box
has 50% red and 5077 green and the other box’s composition is unknown. In game C,
both boxes have the same composition of red and green marbles, but their composition is
unknown. The games can be casily ranked by their ambiguity, based on the amount of
missing information about the boxes—A s least ambiguous. and € most ambiguous.
Asked to choose which game they would like to play. about 2/3 of their subjects ranked A
firstand 2/3 ranked C last. But C s the best bet: While A and BB have the same chance of
winning (.5}, C has the greatest chance of winning (because the chance of matching
colors rises if there are many green balls, or many red balls, in both boxes).? Ambiguity
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aversion leads most people to reject the bet with the highest chance of winning. violating
stochastic dominance.

6. Conclusion

In expected utility (EU). a numgrical utiliey function over outcomes represents preter-
ences by establishing a correspondence between numbers (utilitics) and bets in which
higher-numbered bets are preferred. But EU assumes that events have known objective
probabilitics, which is rarcly true. The clegance of the Ramsey-de Finetti-Savage ap-
proach tosubjective expected utility (SEUY is that preterences among bets sinudtancousty
reveal beliets about the probability of events and utilities of the consequences of events,
(Conversely. the approach implies that combining utilitics and subjective probabilitics

using the SEU rule—as decision analysis helps people to do—guarantees satisfaction of

certain appealing axioms.)

The crucial presumption in SEU is that people bet on events only because they think
the events are likely. Betting weights must be the same as beliefs. which can reflect the
implications of evidence but not its weight. But as Ellsberg (1961) showed (tollowing the
intuitions of Kevnes and Knight). people demonstrate a persistent preference for betting
on events whose likelihoods they know more about. when perceived likelihoods are held
constani.” Ambiguity aversion™ has been observed in i dozen or so experimental studices,
using various methods and parameters. (In about half the studics. subjects actually
played one gamble for money.)

In most studies. subjects bet on chance devices with varving amounts of information
about the probability of winning. This brand of ambiguity is narrow. More generally,
ambiguity means that information. which could be known. is missing and salicnt. Uncer-
tuinty about the composition of an urn of balls is just one kind of missing information.
Feeling ignorant about football or polities, having doubts about which of several experts
is right, wondering whether vour child has a predisposition to the side effects of a vac-
cine, or being unsure about another country’s cconomy are all manifestations of missing
information. Some newer studies suggest these other kinds of missing information about
events make people reluctant to bet on the events.

o.1. Theoriey

Many theories have been proposed to explain ambiguity aversion. Some theories are
wtilin based: ambiguity about events lowers the atility of the consequences those events
have (keeping beliefs and betting weights the same. but making wtilitics event-depen-
dent). Other theorics assume a second-order distribution of belict about an event’s
probability and allow the second-order beliefs to be weighied nontineariv, (Those theorics
explain ambiguity aversion in much the same way that risk aversion is explained in EUL
weighting possible probabilities nonlincarly instead of outcomes.y A third class of theo-
ries assumes that there is a set of possible event probabilitics and bases choice on the
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minimum SEU taken over all probabilitics in the set. And a fourth class of theories
assunies no second-order beliefs about probabitity. These theories cither take an ex-
pected probability. then adjust it or weight it nontinearly to reflect ambiguity, or allow
probabilitics that are unique but nonadditive (P(E U Fy = P(E) + PUFYy — P(E N EFY).

6.2 Pposes and direciions

The rescarch reviewed in this article does not alw ays cohere, because the rescarchers’
purposes are different. Psychologists are mostly interested in how people think and
behave: their goal is to build parsimonious models that are psvchologically plausible and
fit individual-level data (typically from experiments). Decision theorists are curious
about the mathematical connections between axioms and numerical representations of
preferences. Economists want predictions that are testable using observable market-
fevel data, Decision analysts want to help people make better decisions.

The differences in researchers” purposes sometimes limit communication and cross-
fertilization. For example. psychologists are sometimes annoyed that decision theorists
rely on unrealistic axioms. But theorists see more realistic axioms as inclegant and difficult
towork with, A review tike this is meant to promote cross-fertilization by telling people with
diflerent purposes about other kinds of research. so they can draw inspiration and ideas
from others. Since psyehologists and decision theorists are not as curious about market
implications as cconomists. cconomists who find the psychology described here inspiring
must figure out its market implications and test those using market data, themselves. Simi-
larly. pyschologists who are curious about the descriptive validity ol new axioms, and theo-
ries based on them. must conduct tests themselves since most decision theorists are more
interested in the mathematical properties of axioms than in their descriptive validity.

6.3 Rescarch directions

We see several fruitful directions for rescarch. Experimental studies that do not dircetly
test a specific theory should contribute to a broader understanding of betting on natural
events ina wider variety of conditions where information is missing. There are diminish-
ing returns to studying urns!

There are many open empirical questions. Valuable contributions could be made by
measuring the dependence of ambiguity aversion on the size of outcomes, the correli-
tion between risk attitudes and ambiguity attitudes (adjusted for measurement error),
the influence of credit and blame (by oneself or by others) on ambiguity aversion, and the
mformation processing people do when making decisions under ambiguity. or by testing
the axioms underlying new theorics. Measurement of the parameters or functions pos-
ited by different theories is also important, because theories can be approximately true
(and useful) even it the axioms they are based on are false; only measurement can tell
how good the approximation is. (Such measurement also gives decision analysts an idea
of how robust reliance on SEU is.)
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Some applications have alrcady been made to a wide variety of topics. including

medicine, law, consumer behavior. finance. and ceonomics. Fach of these fields wrestles
with questions of individual and collective choice in the tace of uncertainty. Many anom-
alics in these ficlds might be explained by ambiguity theories. and the anomalics can
refine theories in return.

Notes
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Savaige (1954) recognized such arisk but did not know how tomadel it there seem to be some probability
relations about which we feel relatively sure” as compared with others . The notion of sure” and “unsure”
introduced here is vague. and my complaint is precisely that neither the theons of personal probability. s it is
developed in this book. nor any other device known to me renders the notion less vague” (pp. 5"758)'
EFxceptions include Ellsberg (1961). Feliner (1901 ) Hazen (1987). Gilboa (19894, p. Lo TY8UL, o 312),
Nehring (1990, p. 4). and Winkler (1991},

Phisis technically w rong for Savage™s SEU formulation., since SavageS Po axiom implies an infinite set of
states.

In most studies the preferences are weak --subjects are not allowed to be inditferent, so choosing unam-
biguous bets might reflect a lexicographic preference o avoid ambiguity (Roberts. 1963) —hut l[w same
pattern s common when inditterence is allowed ~o preference is strict.

- We have the freedom 1o set () =0 tor simplicity. since utitity is Ooniy unique up to positive lineur

transformations.,

- One could madel credibility concerns in g Bayesian tramework by attaching probabilities to likelihood

evidence trom ditferent sources that reflect their truthfulness. pertorming a “cascaded inference™ (eg.
Schum. 198Y). But ambiguity about which sources are most truthful then requires truthtulness pmlmhi]x—
ties of truthfuliiess probuabilities. ad infinitum. It is notelear such a procedure captures the kind of ambi-
guity generated by credibility concerns, or does so in a practicil way. ‘

For instancein Scottish law there are three verdicts: gailty, innocent. and unproven. All the evidence
might imply guilt. but if there is too little of it the verdictwill be unproven. Choices shondd depend on the
weightotevidence when more evidence might be gathered: then areluctance to bet alfows tme o germore
information and bet more wiselv. Ambiguity aversion observed in experiments, and in some ;\cml:n
choices, might refleet an overapplication of this principle to situations in which there is no time or p.mxll
bility of getting missing information (Frisch and Baron, 1U8K)

In many definitions, risk and uncertainty ditfer because risk imvolves objectively known probabilitics (or
“roulette lotteries™) and uncertamty imokves subjectively known probabilitics over states (or “horse fotter-
fes”). Since we are exclusively interested in subjective probabilitics in this review. we blur the distinetion by
calling known subjective probabilities. as in figure Th. risk™ instead of uncer Lty ’
However. he alludes to g large number of responses. under absolutely nuncxi\unmcnl.xl conditions.”
which suggest that ambiguity aversion is the majority pattern of choice,

‘These ambiguity premiums are much higher than those ohserved in other studics. but recall thut Becker
and Brownson only allowed subjects who were ambiguity averse in the initial two-color Ellsheryg problentto
participate in the rest of their experiment, .

- The appropriate comparison is between the risk-ambiguity correlation. for example. and the correlation

between two separate measures of risk attitude or ambiguity attitude. We know of no studics that adjust
risk ambiguity correlations for measurement error in this was N

. According 1o I:ll\hurg {1961), footnote K.

I another experiment, subjects chose the most likely answer to a question with tour possible answers and
gave the probability that their answer was right. Then ghey chose between betting on their answer or
betting on matched-probability chance devices. Since a high subjective probability is an indication of
knowledge about the right answer, if knowledge increases decision weight then preference for betting on
answers should rise with probability . Tt did. Taylor (1991) replicated this result with a different pmh;«hfliu-
clicitation method. but Goldsmith and Sahlin (1983) found the opposite result (p. 464) »
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Forexample. in the Ellsberg two-color problem Frisch (1988) found that many subjects said the probabil-
itics of red or black draws trom the ambiguous urn were not .5, Those who said the ambiguous probabilitics

were S were generally not ambiguity averse.

- Itis conceivable that the probability estimates give by subjects in manipulation cheeks are actually decision

weightsowhich already reflect torees that ereate ambiguity aversion (like psychological adjustment of stated
probabilities. nonlinear weighting of SOPs. or nonadditivity of probability). Then the onus is on rescarch-
ers o better disentangle true subjective beliefs and reported beliefs.

Hogarth and Finhorn (1990) report a weak states effect (hypothetical stakes runge from $1 10 $10.000).
Goldsmith and Sahlin (1983) report no ditference from multiplving stakes by 20, Unpublished data col-
lected by the first author and Murray Low. using 34 MBAS, show no stakes ettect between bets of $35 (70¢¢
ambiguity averse) and SO0 (7177 ).

- Sarinand Wakker (1990) use an analogous representation with only one stage. States can be cither

unambiguous. like roulette lotteries. or ambiguous., like horse lotterics.

Savage's tormulation applies it all lotieries a(s) have sure outcomes: then there are only horse lotteries, BU
applics it there is onby one state: then there are only roulette lotteries.

In SEU additivity of probability is implicd by the sure-thing principle. in conjunction with Savage's fourth
axiom. “compirative probability,” Without the surc-thing principle. the fourth axiom by itsell permits
nonadditivity (in the approaches below). However, Maching and Schmeidler (in press) show that abandon-
ing the sure-thing principle. and strengthening the comparative probability axiom by adding a dush of the
sure-thing principle to it yields axioms that guarantee that preferences satisty additivity without necessar-
ilv satistving SEU.

In the axiom.ignore states in § 87, Since X = Y and ¥ = ¥ inthe other states. it X = Yihen X7 = ¥ too,
Reduction is violated in systematic ways (Camerer and Ho, 1991). One class of violations. called “proba-
bilistic risk aversion.” corresponds to nonlinear weighting of possible probabilities in an SOP distribution

- The incremental probabilities in the decumulative distribution run in the oppaosite direction than one

might think. beginning at I 101 for T winning balls. because the decumulative distribution arranges the
outcomes trom best (100 winning balls) 10 worst ({1 winning balls) and takes increments in weighted

decumulative probabilities front best to worst.

- Aconvex f(p) tnderweights the probability /{7 100) if ¢ i small (the urn has fow winning balls). and

overweights f(e 100}y when /s large, so convexity is not sutficient for ambiguity aversion. [nstead, f{p) must
he comvey and have nondecreasing elasticity pf(pyf(p) (or cyuivalently f(p)flg) = fipgh.and 1 — f(!
p)musthave noninereasing elasticity (Scgal, 1Y87a. theorem 4.2). The “common tatio etect” observed in
studies of BU cun be explained by similar restrictions on clasticity of f{ p) (Scgal. 1U87h).

- Note that ambiguity aversion for por gains and losses requires A to he positive tor gains and negative tor

losses.

- Gilboa (1988) and Jattray (1988) derived a related generalization of EU (but not SEU) in which prefer-

ences are represented by a tunction of bode o fotenys expected utility and the utility of its worst conse-
guence.

In Wakker's world. the state space can be cither finite or infinite, and the set of consequences must be a
connected separible topological space. Nakamura (1990) proved the same result for finite state spaces,
with anantinite set of comequences that is not necessarily a connected separable topological space.

- The twoare not the same, because the Choquet summution in expression (8) runs in the opposite direction

whenmiimizing « e(x) (since the negative utilities are ranked oppositely from posttive ones). Tversky and
Kuhneman's (in press) formulation can prevent the problem by w cighting gains and losses ditterently.

28 Maximin SEU is not more general, because a nonadditive v that is not comvex may not have a core (c.g.

vl Hdande(B) = 7 in the example above has no core), and theretore does not correspond to maximin
St overasctof probubilities And nonadditive SEU is not more general, because some sets of probabil-
ities (e b= POty PBY 2 8) do not cotiespond to the core of any convex nonadditive distribution, so
maximinimizing oser the setis not the same as maximizing over a nonadditive distribution.

Recall that the Choguetsummation inexpression (u) weights the state with the best outcome by p(sy ). then
welghts other states by pis | U W) = plsy L s, 1) Thenroughly speaking, if the outcome fin
AV isthe worst possible outcome. itcomes lastin the Choguet weighting and does not disturb the standard
Bayesian updating of the probabifity of AL the outcome fis the hestoutcome, it comes firstin the Choquet
werghting and ereates the complicated non-Bayesian Dempster-Shater rule
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3L Ther experniment also circunmvented the problem ot subjects transtorming ambiguous probabilities that
they are told (see section 34y Thein subjects gave overall risk thresholds (probabilitics) at which they
would vaccinate. Then the comparison between contiol-group thresholds missing inhxrmullun—ﬂmub
thresholds does not assume that subjects believe or understand any probability information given by the
experimenters sinee the only probability intormation is supplicd by the subjects themselses

L Ambiguity about the incremental utility from w product feature corresponds to ambiguity wbout the fou-
ture’s weight mea multiattibate utility evaluation,

320 Intheir setting. nonadditive prabability gives the same result as masimin 11

33 The theorem is named altet 4 joke told by Groucho Mars. who would “never helong to i club that would

have himas a member.”
3HoASHellwig (1989) wrote: 1t e well be that the “house hank relution emphasized by Mayver owes some of
its stability tothe firm's reluctance to ex

hange a known parmer for one whose behaviour in the course of
the overall relation it can Tess well predict” (p. 284

350 Indeed. he began considering uncertuinty-amversion models atter Cexasperation and deteat” in tnang to
explisin how simple long-term contracts with rigid wages could be optimal under assmmetric imuu’n‘xl\iun
or sk aversion,

36, Many doctors realize that the tests have no deaision-theoretic value. but conduct them to avoid legal
lrability. Then we wonders Is the legal system that induces doctors to overtest guided by o desire for
irrelevant information that is induced by ambiguity aversion wnong patients. jurors. judges. attorneys. or
others?

A7, The typical presumption among dectsion analysts is that people make paradoxical choices because they do
notaee the contlict between speditic behavior and general axioms (or the “desiderata™ the axioms |m]'>l\ ).
Therctore. when properly educated. they will switch to conform to the axioms (e.g. Howard. in press). But
there is noscientific agreement on what proper education is (except that some small doses do not work: see
MacCrimmon. 1968: Slovic and Ty enshy B9 Curley. Yates, and Abrams, 1986}, The intuitive appeal of
the Ellsberg paradoxes and SEU generalizations designed 1o explain it raise at least some doubt about
whether people shoudd be helped to conform o SEU

38, A possible objection is that getting f from the resolution of the gamble pf + (1 Py s worse than getting
fatthe start.violating “consequentialism.” But since f - goitis hard to imagine that the taste of getting fas
anroutcome of e gamble instead of ¢ is soured by disiappointment. as might oceur in most other coun-
terexamples to conseyuentialism (e Machina, 1uxY)

39 Detine pas the proportion of green marbles in the C boses Since both boves have the same proportion .
the chance ofwinning is p= + (1~ p)7 which is at leas .5,
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Abstract

This study provides an empirical perspective on the etfeet of ambigaous environmentai risk information on
lottery preferences using asample of 6o adualis, The tearning process follows a Bavesian expected utility model
in terms ot the overall magnitude and sign ot the weights that respondents place on the risk information.
Significantambiguous befict aversion that is consistent with the Ellsherg paradox is also evident. The extent of
this aversion increases with the size of the risk spread. but ata decreasing rate. These results are consistent with
both probability-based and preference-based models of ambiguous probabilities. The findings also indicate the
presence of cognitive imitations in the processing of risk intormation. but lead to rejection of more extreme
models in which indisiduals respond in alarmist fushion or do not learn at all.

A substantial cconomic literature has documented several manifestations of irrationality
in decisions under uncertainty.’ One of the most long-standing and prominent anoma-
lies in the choice under uncertainy literature has been the Ellsberg (1961) paradox,
which focuses on the influcnce of ambiguous probabilistic information.

Consider a situation in which you witl win a prize if you can correctly guess the color of
a ball that will be drawn from an urn. Urn 1 contains 50 red balls and 50 black balls. Urn
2 contains an unknown mixture of red and black balls, but you have the option of
selecting the color of the ball that may be drawn. Subjects generally prefer picking a ball
from urn 1 with the hard probabilities to drawing from the urn with an uncertain mixture.
As Raitla (1961) observed. this preference for precise probabilities is not rational, since
an individual could convert the =soft™ probability for urn 2 into a hard probability by
flipping a tair coin and relving on the outcome of this coin toss to selecet the color of the
ball 1o be drawn. Notwithstanding the irrationality of this aversion to soft probabilitics of
winning a prize for one-shot lotteries such as this, this behavior has been borae out in a
number of other studies of individual attitudes toward ambiguous risks.*
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