Exercise 4
1)
a) Derive the variance ratio:

Ai(k) = 7‘(/(2;"(&2%))

for:
1) ye = dyp—1 + 01661 + &4
i) ye=m—1 +e

b) How can you tell from a plot of the variance ratio if the process has a unit
root?

2) Consider the following example:

Ye + Bay = uie
Yt + axy = ugt

where:

w1y = 0.2u14—1 + 0.8u1—1 + €14
Ugt = pUge—1 + 0.5U2t—1 + €94

i) What is the order of integration of y; and x;?
ii) Under which conditions are y; and x; cointegrated?

iii) Find the MA and ECM representation (assuming that x and y are cointe-
grated)



Solution
1) Consider the following ARMA(1,1)

Y = O1yi—1 +016¢1 + &4

A
To derive the variance ratio A\ (k) = W
ar Yt

backward until a pattern which will enable us to compute the k “th differ-
ence is apparent.

we need to substitute

Substituting backwards we get

Yt = $1(P1yt—2 + 01602 +e¢-1) + 01601 + &4
or rearranging terms

Yr = 1Yz + ¢10180—2 + (¢1 + 01)er—1 + &

Substituting again we get

Yo = P33 + $10160—3 + dler—o + 101602 + (¢1 + 01)er—1 + &
or rearranging terms
Yo = i3 + 201613+ ¢y (Py + 01)er—o + (O +01)er_1 + &4

Substituting again we get

Y = G1Yi—a + $30160—a + lers + ¢1018i3 + d1(d1 + 01)er—2 + (¢y + 01)e—1 + &

or rearranging terms

Yo = O1Yi—a + $10160a + 03 (d1 + 01)er—3 + ¢y (dy + 01)er—2 + (d1 + 01)er—1 + &4

At this stage should be clear that is we substitute backwards k-1 times we
should end with the following expression:



b)

Yr = i yen + O Orerk + OV 2Dy + 01)Er—(ho1) + oo+ D1 (D) + 01)e1—2 + (¢ + 01)er—1 + &

Now it is straight forward to calculate the variance of the k “the difference
as

Var(Agye) = Var(éF — Dy—r + ) 0160k + 812 (dy + 01)e—(o—1) + .-
..... + D1 (P +01)et—o + (g + 01)et—1 + &4)

Notice that even though y;_ is uncorrelated with (e¢—(r—1), ..., Et—2,€¢-1,€¢),
it is clearly correlated with e;_p.

Then we can consider the variance as the sum of three terms

Var((¢h — Dye—p + 5 01ei) = (65 — 1)2Var(y—y,) + 6; " V0302 + 2(6F — 1)¢h 10,0

k_2
Var(éy 2(¢y + 01)€t—(k—1) + . + D1 (D1 +01)er—2 + (¢ + 01)er—1) = (b1 + 01)%( ¢1")o?
i=0
16" Y,
= (61 +01)°—— 50
' 1o}
Var(e;) = o?
Then the variance of Var(Agy:) can be written as
k 2(k—1) p2 k k—1 1Y
Var(Aupn) = (6f = D Var(—s) + 01~ V0202 + 208 = 16}~ 10102 + (61 + 0 202 0
— ¢

Notice that the results depend on Var(y;—j) which need to be calculated.
Using the autocovariance function this is straight forward.

For the above ARMA(1,1)

Y(k) = E(eyi—i) = 01 EWe—1Ye—k) + 01 E(et—1yi—1) + E(eryi—i)



7¥(0) = ¢17v(1) + 01 E(et—1yt) + E(erye) for k=0.

which can be written as

¥(0) = o1y(1) + d97(2) + 01 E(et—1(P1ye—1 + O160—1 + €1))
+E(et(p1ye—1 + 01601 + €41)) for k=0.

which simplifies to

Y(0) = ¢yv(1) + 01(¢; + 01)02 + o2 for k=0.

analogously we can find that

V(1) = 67(0) + 0107 for k=1.

Then

1+ 07 +2¢,0
Var(yi—r) = Var(y:) = v(0) = 11—¢2¢h10?
B!

The the final expression for Var(Agy:) is

1467 +2¢,0 _

Var(Agy) = (61 - 1>2f—¢f“cf§ + 1" Voot +
— %1

1-— Qﬁ(k_l) 2 2

2(¢f — )¢t 10107 + (¢ + 01)? & o; +o;
- %1

The expression for Var(Ay;) can be obtained simply by substituting k=1
in the expression above.

14607 +2¢,0
LERE N0 G2 1 o2 4 9(gy — Dao? + 0

Var(Ay;) = -1 :
or(du) = (6, - 1 ==

Var(Agy:)

Var(Ay;)
formulae in this expression.

Then A\ (k) = can be obtained by substituting the above



a)ii) For the variance ratio of a random walk see the lecture notes.
b) We have seen in the lecture that for a random walk

Var(Agy:) _

limp_ oo (k) = limp_ oo —— 2L =
Tk 1(k) = Limy Var(Ay:)

The result for an ARMA(1,1) is

1402429, 6
PR 02 4 (9 + 01)* 72z 02 + 07

— b2 — 42
limg o0 (k) = 11+;;1+2¢> 01 2 —
(1 — 1)2_1,?103 + 0702 +2(¢ — 1)0102% + 02
, a constant.

2) For the model

Ye + Bry = Uiy ure = 0.2urs—1 + 0.8u1s—2 + €14

Y + ary = Ut Ug = pugs—1 + 0.5u2t_o + €24

i) The order the integration can be found by noting that uys is I(1) and ug; is
assumed to be I(0).

Then it is easy to show that both y; and z; can be written as a linear
combination of 7(0) and I(1) processes which is clearly I(1).

o]
-l e

Then both y; and x; are linear combinations of I(0) and I(1) processes
which are I(1).

or

ii) The processes y; and x; are cointegrated if all the roots of the polynomial
(1 — pL — 0.5L?) of the AR(2) for ug; are outside the unit circle.

Necessary and sufficient conditions for stationarity are



p+05 < 1
—-p+05 < 1
05 > -1

This is satisfied for —0.5 < p < 0.5.

iii) The M A representation can be found as follows

For
Ay, | 1 a —p3 Augy
Az, T a— Jé] -1 1 JANTET!

notice that the polynomial (1—0.2L—0.8L?) = 0 has a unit root, therefore,
it can be written as (1 — L)(1 +0.8L) = 0. The process can be written as
(1 —0.2L — 0.8L*)uy; = e1¢ or (1 — L)(1 + 0.8L)u1s = 14 which implies
that Auy; = (14 0.8L) teyy.

Analogously we can write Aug; = (1 — L)(1 — pL — 0.5L%) ey,

Then substituting in the expression above we get

A.’Et Oé—ﬂ -1 1

o R | T it

|: (1 +0.8L)71€1t

The ECM representation can be found as follows

Rewrite u1; = 0.2u14—1 + 0.8u14—2 + €1; as Augy = —0.8Auqs—1 + €1 and
Uot = pUor—1 + 0.DuUst_o + €91 as Augy = (p — O.5>u2t_1 — 0.5Augt_1 + €9¢.

Then substituting we get

Aye | _ 1 a —f —0.8Auiy—1 + e
Al‘t o — ﬁ -1 1 (p — O.5)u2t_1 — O.5Au2t—1 + g9t
or

Ay, | 1 a -0 0 1 a -0 0.8Au14_1
Az, | Ta=5| -1 1 (p—05)uyw 1 | a—p| -1 1 0.5Ausy 1 |+

SIES[E
a—ﬂ -1 1 Eat




Noting that Auys1 = Ay + BAx_1 and Augy 1 = Ay 1 + aldxy
we can write the EC' M as

D e I | PR

1 { a —f 0. S(Ayt 1+ BAz: ) " 1 a —f 1t
a—pf -1 1 0. 5(Ayt_1 + ant_l) a—pf -1 1 Eot

or

e a1 R

. 1 « ﬁ 0.8 086 Ayt,1 1 « —ﬁ E1t
ppy 05 05a || Amy | Ta—g]| -1 1Hagt]




