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DATA MINING
Michael C. Lovell*
I. Introduction their work has increased considerably as a result
. . . of technological advance. The desk calculator
HIS paper investigates certain conse-

quences of data mining, a research paradigm
that masquerades under a variety of aliases.
Applied econometricians describing their own ef-
forts are inclined to speak of “‘experimentation.”’
“*Data grubbing’’ and "‘fishing'" are terms of op-
probrium applied to the work of others. The data
miner’'s research strategy, while usually not de-
fined in the textbooks, is clearly revealed by con-
sidering some typical quotations culled from
leading professional journals:

“*Because of space limitations, only the best of a
variety of alternative models can be presented
here.”

“The precise variables included in the regressian
were determined on the basis of extensive ex-
perimentation (on the same body of data). . . .”

“The method of step-wise regression provides an
economical way of choosing from a large set of
variahles . . . those which are most statistically
significant. . ..

“*Since there are no firmly validated theories of
the process . . . we consciously avoided a priori

specification of the functions we wished to-

fit. ...
“We let the data specify the madel. . . .

“n

Of course, many authors are not as candid as
those quoted above, and the extent of ‘“‘ex-
perimentation”’ may not become apparent until
the investigator is asked why one model was
employed rather than an equally plausible alter-
native.

The efficiency with which data miners go about
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has given way to successive generations of elec-
tronic computers. The development of data
banks, such as that introduced by Dr. Boschan
{1972) at the National Bureau of Economic Re-
search, has increased tremendously the efficien-
cy with which the investigator marshals evidence.
The art of fishing over alternative models has
been partially automated with stepwise regres-
sion programs. While such advances have made
it easier to find high R%s and *‘significant’ -
coefficients, it is by no means obvious that reduc-
tions in the costs of data mining have been
matched by a proportional increase in our
knowledge of how the economy actually works.

The majority of econometric textbooks discuss
estimation and hypothesis testing procedures
that are valid only when a priori considerations
rather than exploratory data mining determine
the set of explanatory variables to be included in
the regression.! When a data miner uncovers
¢-statistics that appear significant at the 0.05 level
by running a large number of alternative regres-
sions on the same body of data, the probability of
a Type I error of rejecting the null hypothesis
when it is true is much greater than the claimed
5%. While those textbooks that do discuss the art
of data mining usually caution their readers that
judgment is required in interpreting the resulting
t-statistics, practitioners find it difficult to evalu-
ate what constitutes due caution in the absence
of information on the degree to which exagger-
ated ¢-statistics are likely to be generated by
intensive search over alternative candidate ex-

' An exception is Judge et al. {1980), who devote a chapter
to a review of the literature on the problem of selecting the set
of regressors. The present paper is more concerned with
investigating the implications of data mining as it is often
practiced than with an evaluation of the state of the art as
exemplified by such recent cantributions to econometric
theory as those of Leamer (1978), Amemiya (1980) and
Fisher-McAleer {1931).

L1



2 THE REVIEW OF ECONOMICS AND STATISTICS

planatory variables. The next section of this
paper contributes a Rule of Thumb providing
rough guidance in deflating the exaggerated
claims of significance generated by data mining
activity. Simulations presented later in the paper
appraise the degree of success with which a prac-
titioner of the data miner’s art is likely to uncaver
those explanatory variables that actually con-
tobute to the generation of the dependent vari-
able.

II. “Significant’’ Results with Random Data

Insight into the effects of search is provided by
considering a simple form of data mining. Sup-
pose that an investigator has a number of equally
plausible candidate explanatory variables, a
priori information not prescribing with certainty
which variables belong in the regression. Be-
cause of a belief in the efficacy of *‘simple mod-
els’” or an adherence to Occum’s Razor the in-
vestigator presumes as part of the maintained
hypothesis that at most two of the candidate
variables actually play a role in the determination
of the dependent variable. Specifically, he pre-
sumes

Yo =8, + JGlerl + X, + &; (1)

here X, and X, are to be selected from the set of
candidate explanatory variables and ¢ is a nor-
mally distributed random variable with finite
variance .. If our investigator uses standard
r-statistic procedures in testing at the 5% level
the significance of a winning candidate explana-
tory vanable, what will be the true significance
level of the test? That is, what is the probability
that the r-statistics in the final regression ab-
tained by data mining will appear significant at
the 5% level if the null hypothesis is true, there
being no causal relationship so that in fact ¥, = g,
+ ¢

Implications of searching for the best two can-
didate explanatory variables when the null hy-
pothesis is true are reported in table 1. The anal-
ysis has been simplified in order to make the
Berneulli model applicable by assuming that all
the candidate explanatory variables are orthogo-
nal (no collinearity) and that the variance of
the ¢ is known to the investigator.? The first

? Precedence for the orthogonality assumption is provided
by the Ando and Kaufman ((966) simulation study of the

column of data on the table shows for compari-
son purposes the probabilities of obtaining zero,
one, or two significant coefficients when there
are only two candidate explanatory variables;
this is the classical *‘textbook™ case in which all
candidate explanatory variables are included in
the reported regression, there is no data mining,
and the actual significance level (the probability
of committing a Type I error of rejecting the null
hypothesis when it is true) is the claimed 5%.
The other columns of table 1 show how tests of
significance are distorted when the search is con-
ducted over an increasing number of candidate
explanatory variables. For example, the second
column shows that a researcher testing at a
claimed 5% level after picking the best two out of
five candidates reduces the probability of cor-
rectly reporting no significant coefficients when
the null hypothesis is true to 77.4%, which is
equivalent to a valid r-test at only the 12% sig-
nificance level.? The third column shows that
testing at a nominal 19 level after picking the
best two out of five variables is equivalent to a
valid test at only the 5% level. A less inhibited
investigator considering ten candidates has only
a 59.9% probability of accepting the null hypoth-
esis at the 3% level when it is true, more ener-
getic search causing the true significance of the
(-tests to deteriorate to 23%.

Sample size does not influence the probability
that a data miner will commit a Type I error,
given the number of candidate explanatory vari-
ables and the nominal significance level.* While
an enlarged sample size increases the probability
that high r-coefficients will be uncovered if it
encourages the investigatar to search overa large
number of candidate explanatory variables, the
larger sample will decrease the probability of
“significant’” coefficients if it encourages the in-
vestigator to test at a moare conservative sig-
nificance level .’

effect of search on the distribution of B?; they did not investi-
gate the hypaothesis testing implications of search; see also
Christ (1968} and Bacon (1977). In contrast, Ames and Reiter
{1961} used historical times series.

' Because of arthagonality, the probability of correctly ac-
cepting the null hypothesis when two regression coefficients
are individually tested at the 12% level is (1 — .12}* = 774,

4 Note, however, that the assumption that the candidate
explanatory variables are orthogonal implies that the sample
size 13 greater than the number of candidates.

 Simulations reported by Ando and Kaufman (1966) show
that an increase in sample size is likely to lawer the £2 that
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Can the tendency for data mining to yield
exaggerated claims of significance be offset by
canservatively restating the claimed significance
level, conducting the test with the standard
textbook procedure at the 1% level, say, rather
than 5%. in order to counter the effect of search?
Examination of the fifth column of table | reveals
that this adjustment is appropriate if the data
miner has picked the best 2 variables out of 10
candidates; that is to say, under the null hypoth-
esis the probabilities of obtaining 9, [, or 2 nomi-
naily significant explanatory variables at the 1%
ievel in searching for the best 2 out of ¢ = 10
orthogonal candidates is the same as when val-
idly testing at the 5% level when a priori informa-
tion has appropriately narrowed the number of
candidates to ¢ = 2 in advance of laoking at the
data. While this suggests that in evaluating the
significance of regression coefficients at the 5%
ievel it may be appropriate to require a critical
f-vaiue of three rather than the customary cutoff
vaiue of two when the best 2 out of 10 candidates
are reported in the final regression, this consti-
tutes an inadequate degree of conservatism when
a more intensive search has been conducted. For
example, the eighth column of table | shows that
a valid 5% test when the best 2 out of 20 candi-
date variables have been selected should be con-
ducted at the 0.5% nominal significance level.
Here is a more general Rufe of Thumb:®

When a search has been conducted for the best &
out of ¢ candidate explanatory variables, a regres-
sion coeffictent that appears to be significant at the
level & shouid be regarded as significant at only
level

o =1 — {1 — @y

{2)

or as & shorr cut guide, the significance level is
approximately

should be expected in searching over a given number of
explanatory variables that are orthogonally distnbuted with
zero mean and unit variance: this tendency would be con-
founded in the presence of trend. Analytical results related to
the Ando-Kaufman study are developed by Robert W. Bacon
(1977,

* This rule of thumb is ubtained by equating the probability
uf accepting the null hypothesis for all £ explanatory vanables
in the absence of search, the tests being conducted at leve] ¢,
with the probability of accepting the null hypathesis for all ¢
patential candidates when the test is conducted at claimed
significance level & Le., &achieves (| — a)* = (| — &}". The
short-cut guide. suggested by Thomson Whitin, is obtained
by using the first term (n the binomial expansion of (2).

&, (3)

e =5
k
To illustrate for the case in which & = 2 explan-
atory variables are to be included in the final

regressior:

Claimed Significance

Number of Level (4} True
Candidates Rule-of Thumb Short-Cut Level
fe] (equation (1)) {equation (2}) {a)
b] 0203 2 05
1 o2 A0l 05
20 RGNS 005 05
Keld] 010253 RO 05

Examination of the examples as presented in ap-
propriate columns in table [ suggests that the
short-cut guide {equation (3)) is reasonably reli-
able.

Bath the Rule of Thumb and the exaggerated
significance levels reported in table | were de-
rived with a procedure which abstracts from two
important complications that are likely to arise
whenever an investigator searches over eco-
nomic data. First of all, in practical applications
the variance of ¢ is usually unknown and must be
estimated from the data. This means that
whether a particular variable appears to be sig-
nificant or not depends in part on the other vari-
ables also included in the regression. Since the
data mining process is likely to yield an under-
estimate of a2, there is a consequent exaggeration
of 1's and a still further overstatement of sig-
nificance levels. Second, the fact that candidate
explanatory variables are likely to be highly in-
tercorrelated means that the trials are not inde-
pendent, reducing the gains from search.” These
twa complications, probably operating in oppo-
site directions,® mean that my Rule of Thumb
and table | provide only rough indications of the
extent to which data mining activities are likely
to cause exaggerated claims of significance. Once
these two complications are admitted, the likeli-

? For example, an investigator wha experiments with M.
versus M2 or with real versus nominal GNP explanatory
variables might argue that little is gained from search because
of the high collinearity of the alternative candidate time
series. Readers could be convinced if a comparison of the
alternative regressians revealed that the basic conclusions of
the analysis were robust with respect to such chaices; they
should be suspicious if only the final results of search are
presented.

¥ Research by Dung (1959) suggests that intercorrelations
among candidate explanatory variables are likely to reduce
the apparent gains from search.
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3% ¢ hood that data mining will yield exaggerated
252 Blit ¢ claims of significance depends in part on the uni-
oy ==1 £ 2 . .
AR P Rl verse from which the candidate explanatory
X 3 S variables are drawn. Nonetheless, the simula-
ré g § 5 g‘g g tions repor[.ed later.in this paper based on actual
X £g @ economic time series as candidate explanatory
g g :
et 3 meab[es suggest that the _Rule of Thumb pro-
azx S 28 % vides a rough and ready guide as to the exagger-
838 % gz 2 ated claims of significance that are likely to arise
£3 ¢ from data mining.
- -
@|: 2 8
-
B, @
oo 8|0t £ III. Simulated Data Mining
228 J|iE
OB gy 2
§§~ - Is data mining activity likely to uncover those
sz32 % £% § candidate explanatory variables actually generat-
828 =2 2 ing the data under study? Because the answer to
= = . - . .
£ i & this question depends in part upon the universe
woe o| 33 from which the candidate explanatory variables
53 2122 H are selected, actual economic time series are
£ i . - . -
% u used for this purpose in the simulations reported
R o . . ]
mryg 8 2;_ P in this paper. However, it would be inappropriate
“ewd g 2T - to use historical data as the dependent variable
= * o
=y g for two reasons: it is necessary to know the ac-
2907 tual structure generating the data, and it is neces-
Iz3 ¥ éf o sary to be able to replicate the experiment in
=S SEE T = order to estimate the probability that the data
Za - 1] . N H
sl 35 0 0% miner's strategy will be successful. For the de-
2o8 B 52 7 pendent variable the simulations reported in this
A o (=1 — _ . . - .
Sleg & paper use pseudo-realistic consumption time
T8 < % series generated by explicitly specified stochastic
— O — &Q w O Ho5
wy L : '-D\]__‘v L QCL[5CS.
822 n|giqig prosesses | |
51 £ & The 20 candidate explanatory variables used in
- £ 2 % the simulations are listed in table 2; all but the
388 3|3z 2 £ trend variable were culled from the NBER data
- T EgE % tape. These time series were not selected at ran-
55 E 7 .
NEEREEE dom. Rather, I chose 20 variables from the more
228 5/%7 2 I than 3,000 on the NBER tape that I thought a
o= s &% reasonable investigator might conceivably be in-
25 5 5 clined to consider. Because of an interest in ob-
PP 2 ; § serving whether the search procedures would be
88 5 = 2 likely to pick out the correct variable, I deliber-
2y 5 @ ately included two sets of quite closely related
£ = o =3 . . .
N - ;e & & time series, the fiscal variables X,, X,, and X,
E R E E o2 2 and monetary variables X, X1y, X, and X,;. The
SEcsy tis T OZ time series are used to explain nine alternative
O U o@g @9 c= 4 A . . . .
= o a5 g
wES 28 | E4 B % artificial dependent variables generated with the
£ E‘“Enén‘é 2% % 3; tine models reported in table 3.
S e U . . - .
3 2% o & |85 1 & The nine different models used in generating
$SE2e%83 5 3 dependent variables are listed in table 3. The first
C = |8 3 & three generate artificial dependent variables ran-
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TabLe 2.—CANDIDATE EXPLANATORY YARIABLES

Variahle
Cade Number Fitle
I Index, § Coincident [ndicators
2 Gross National Product [mplicit Price De-
flator
3 Government Purchases of Gaods and Ser-
vices
4 Federal Government Purchases of Goods and
Services
5 Federal Government Receipts, NPA
6 Gross National Product, GNP
7 Potential Level of GNP in 1958%
8 Dispasable Personal Income
9 Expected [nvestment Expenditure
10 Total Member Bank Reserves
[ Monetary Base (St. Louis FED Concept)
[2 Money Supply, M1
13 Maney Supply, M2
14 Dow-Jones [ndustrial Stock Prices
15 AAA Corporate Bond Yield {Moody's)
16 Civilian Labor Force (CLF) (164, Excluding
Armed Forces)
17 Unemployment Rate, Total CLF
18 Unfilled Ocders, MEFG Durable Goods Indus-
tries
19 New Orders, All Manufactuting Industries
Pt} Trend

Nate: Observe that candidste variables numbers 1. 4, and § canstitute a clasely
related set af fiscal variables while numbers 10, 11, 12, and 13 gre a set af closely
related monetary candidates. All time series are annual fram the NAER data, Lape
of August 1473,

domly rather than with a causal process:? the first
is simply a normally distributed random variable
while the second involves an autocorrelated
error term. and the third uses a second-order au-
toregressive process plus trend.'® An ideal

¥ In a sense these three models relate to the approach of
Ames and Reiter (1961}, who investigated the distrbution of
carrelation coefficients obtained by pairing up 100 economic
time series drawn at random from Historical Statistics for the
United States; they found that given one randomly selected
series it is possible, on the average, to find by random draw-
ing in from two to six trials another series explaining at least
350% of the variance of the first. An essential difference be-
tween the approach of this paper and that of Ames and Reiter
(1961} is that they looked at the correlations between pairs of
historical time series; presumably, the null hypothesis is not
always satisfied. [n contrast, the present approach uses ar-
tificial dependent vanables generated by the specified
stochastic process.

' Granger and Newhold (1974) analyze the spurious re-
gressions that are likely to arise from autocorrelated error
terms. Model 3 provides a slight elaboration of a model used
by Orcutt (1948) in his fundamental critique of Tinhergen's
(1939} econometric madel af the 1.8, economy. Orcutt
cautioned that the set of 32 economic time seties used by
Tinbergen might have been abtained by drawing from the
population of series generated by the model (¥, — ¥._|] =
0.3(¥., — Y., + ¢ However, Orcutt’s process was explo-
sive. A series generated by model 3 has finite variance around
its expected value,

search procedure, if there were one, would lead
the investigator to accept the null hypothesis that
none of the candidate economic variables plays a
causal role. An honest search procedure will lead
an investigator to erroncously conclude that a
significant relationship is present with a fre-
quency equal to the claimed level of significance.

The remaining six models are causal. Number
4is a “‘'monetary model,” for it uses variable X, ,
(money)} to generate the dependent variable;
number 5 is a “‘fiscal model,” for it uses X;,
(government spending).'t It is hoped the search
procedure will reveal the correct variable and
indicate that only one is involved. Model 6 is
eclectic, for both X, , and X,,, participate jointly
in the generation of the artificial dependent vari-
able. Hopefully, the search procedure will reveal
that this pair of explanatory variables participate
in the determination of ¥;,. Models 7, 8 and 9 are
like the three preceding except that the distur-
bance is generated by a first-order autoregressive
process.

One problem with simulation is that it is possi-
ble to test only a finite number of alternative
structures. While the choice of maodels used in
generating the artificial dependent variables em-
ployed in this study may be considered arbitrary,
the parameters are not. The parameters used in
generating the artificial dependent variables were
obtained from regressions using another time
series on the NBER data tape, personal con-
sumption expenditure, as the dependent vari-
able. Thus each model generates pseudo con-
sumption time series. For example, the param-
eters in model 3 were obtained by regressing the
log of consumption spending on lagged values of
itself and trend; similarly the parameters of mod-
els 4 and 5 were obtained by regressing consump-
tion spending on the money supply {M1) and
government spending on goods and services, The
variance of the random disturbances used in each
simulation was set to that yielded by the regres-
sion. The parameters of model 6 were obtained
by averaging models 4 and 5. And models 7, 8
and 9 have the same parameters as 4, 5 and 6 but
utilize an autocorrelated rather than an indepen-
dent random disturbance.

'' My choice of these two alternative madels of consump-
tion behavior was prompted by the debate sparking the
Friedman-Meisselman (1963) comparison of the relative ef-
fectiveness of the money stock and autonomous spending as
determinants of aggregate consumption spending.
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TaBLE 3. —MaDELs UseD T GENERATE ALTERNATIVE ARTIFICTAL “"CONSUMPTION" DEPENDENT VARIABLES

Random Disturbances

NI —
e, = 5t + V74

Dependent varniables:

10 ¥, = 130.0¢

2 Y., = 130.0e%, B

3olog Yo, = 131+ 86Slog ¥y, , + (20 log ¥, + 0016 + 0[78¢ R = 997

(898 (124, (.266) £.0097) S. = 018

4 ¥, = —3125.0 + 444X, + 12.55¢ R* = 991
(13.8)  (0.09) 3. = 1254

50 ¥,, =753 + 24X, + 18.58¢ A* = 980
8.9 (0.7 5, = 18.58

G Yo, = —1250+ 222X, + 1L.2X; + 15.56¢

7. ¥, = —325.0 + 4.44X, + 12.55¢%

8 Y., =T33+ 24X + 1858,

F ¥, = - 125+ 222X, + 12X, + 15.56e%,

Mate: Reasooable parametecs for medels 3, 4, and S were abtained by regressing actual personal consumplion expenditers an the indicated cxplanaiory vidables,
using annual data, 1944 thegugh 1970, The parameters of meelel 6 were obtained by avecaging models 4and 5 Mcdels 7.8, und 4 have Lhe sume parametsrs as 4, 5 and &

but utilize an autncoreclated rather than an independent random disturbunce.

As a practical matter there exists a rich reper-
toire of ¢criteria that data miners employ in decid-
ing on the subset of explanatory variables to be
reported in their final regression. Three ad hoc
strategies are considered in this simulation study:

stepwise regression
maximum R?
max-min [¢].

Lad Pl —

The maximum R? criterion can be defended as
maximum likelihood. However, finding the pair
of variables maximizing R? is computationally
demanding, for example, with 20 candidate
explanatory variables there are 190 possible re-
gressions to search over. While stepwise regres-
sion programs are more economical in terms of
computer time, they do not always yield the R®
maximizing pair of explanatory variables.'? The
stepwise algorithm used in the simulations re-
ported here proceeds by first introducing the
explanatory variable with the highest simple cor-
relation with the dependent variable; then the
algorithm selects as a second explanatory vari-
able that time series which maximizes goodness
of fit, given the presence of the first selection.'?

12 Write-ups of stepwise procedures customarily warn the
reader that they will nat always maximize R*, but they fail
ta caution the user that the f-coefficients pnnted out by the
computer do rot have the t-distribution. Recent versions of
the Biomedical Computer Package contain an “all possible
subset regression” option in addition to step-wise regression.

1» While more sophisticated stepwise procedures, such as
that provided in the SPSS statistical package (¢f Nie et al.,
1971}, will discard variables and replace them with alterna-

The max-min [¢| criterion mimics the behavior of
an investigator who is willing to sacrifice good-
ness of fit for high r-coefficients. While all three
criteria yield precisely the same results when the
candidate explanatory variables are orthogonal,
this does not necessarily happen with highly in-
tercorrelated economic time series. Thus the
third criterion may lead to a different set of
explanatory variables when those selected by the
R? maximizer are highly collinear.

IV. Simulation Results

Quite respectable correlation coefficients are
likely to be obtained when data mining over 20
candidate time series, judging by table 4, which
reports the correlation coefficient abtained with
each of the nine models used in generating the
artificial dependent variables, averaged over 50
simulation runs.'* Only for model 1, in which the
dependent vanable is an independently distrib-
uted random series, are the carrelation
coefficients of disappointing magnitude. The re-
sults for model 2 reveal, as expected, that sub-
stantially tighter fits are obtained when the ran-
dom dependent variable is autocorrelated. The

tives when this will lead to a higher R?, the simple stepwise
pracedure used in these simulations, berrowed from IBM's
SPS Statistical Package, does not incorparate this refinement.

'+ Were 50 replications sufficient? Examination of interme-
diate output obtained with but 25 runs provided essentially
the same results as reported in this paper, suggesting that if
anything an excessive number of replications were executed.
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tightest fits are obtained with model 3, which
generates the dependent variable with a second-
order autoregressive process with trend rather
than with the aid of any of the 19 candidate
economic time series. This effect, while discon-
certing, was built into the simulation experiment
by the parameter values used in generating the
data: indeed, the simulation R?s are clase to the
abserved Rs reported in table 3.'

The correlation coefficients obtained by data
grubbing are rather insensitive to the criterion
used in selecting the “‘best” regression. For
model 1, in which the dependent vanable (s
purely random, there does exist a substantial gap
between the average R? generated by the step-
wise algorithm and that obtained by invoking the
max R? criterion; and max-min |¢| does almost as
well as R2. The same tendency is to be observed,
but to a lesser degree, with madel 2. For all the
other models the three criteria yield uniformly
tight fits, although max-min [f| does lead to a
slight sacrifice relative to the stepwise algorithm.

The proportion of #-coefficients that appear
significant at the 3%, 1% and 0.1% level with
each of the models (s reported in table 5. The
simulations reveal that max-min |¢ is much more
productive than the two alternatives at uncover-
ing explanatory variables that appear significant
in terms of the customary criteria. Because the
substantially higher vield of sizable r-statistics is
achieved with only a very minor reduction in R*,
the evidence of tables 4 and 5 suggests that the

15 Recall that the coefficients of the various models were
estimated from U.S. consumption spending data, which ap-
parently conform to Orcutt’s suggestion about the stochastic
process pgenerating the data used in Tinbergen's (1939}
ecanemetric model.

TABLE 4 —AVERAGE VALUE oF R?
{50 runs; ? best out of 20 candidate explanatory variables,
23 observations)

Critenon
Stepwise Max R? Max-min |4
Model 1 103 181 . 180
Madel| 2 374 53240 507
Madel 3 997 998 993
Made| 4 991 992 973
Model 5 981 982 959
Model 6 986 987 973
Model 7 996 997 978
Model 8 951 992 983
Madel 9 993 954 979

Nate: The models aee Jefined in table 3; candidate explanatory varables are
listed in rable 2.

maXx-min |¢ criterion is much more likely to yield
impressive regression results. It 1s tempting to
canjecture that max-min |7 most closely approx-
imates the behavior of a regression runner under
pressure to generate publishable results. This
does not mean that the max-min |¢ dominates in
terms of being most informative about the under-
lying structure generating the data under study.

The anticipated tendency for data mining activ-
ity to generate exaggerated claims of significance
is clearly revealed by table 5. Although the null
hypothesis is valid for model 1, the dependent
variable being random rather than generated by
any of the 20 candidate explanatory variables,
the claimed significance level grossly understates
the probability of rejecting the null hypothesis.
And the results for model 2, for which the aull
hypothesis is also true, show that a naive data
miner who neglects problems of autocorrelation
will almost always find significant results when
the dependent variable is generated by a simple
autoregressive process. Although the artificial
dependent vanables for models 4, 5, 7 and 8 are
generated with only one rather than two of the
candidate explanatory time series, table 5 shows
that the max-min |¢| data mining strategy always
yields two *'significant’” regression coefficients,
which constitutes a Type I error of rejecting the
null hypothesis when it is true. While both the
stepwise and the max R? data mining criteria are
much more cautious, the true probability of a
Type I error is substantially in excess of the
claimed significance level,

The simple Rule of Thumb advanced earlier in
this paper (equation {2)) is reasonably successful
at correcting the exaggerated claims of sig-
nificance reported in table 5. Specifically, the
rule suggests that when the best £ = 2 out of
¢ = 0 orthogonal candidate explanatory vari-
ables are being selected, significance tests at
nominal level & = 5% are more appropriately re-
garded as at the « = 40% significance level,
which means that the null hypothesis will be cor-
rectly accepted for both variables, if indepen-
dent, 36% of the time. With & = 1% the same
Rule of Thumb yields a corrected significance
level of &« = 9.6% and an 87% probabhility of
finding no coefficients significant: & = 0.1%
vields o = 1% and a 98% probability of no sig-
nificant coefficients. These Rule of Thumb ad-
justments, relevant for model [, are rather more
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TABLE 5.— ‘SIGNIFICANT " £-STATISTICS—BEST PaIlR OUT oF 20 CANDIDATE EXPLANATORY VARIABLES

Nominal Nore **Significant™ Both * Significant™ Mean |1
Significance
Level (&) & = 5% &= 1% & =0.1% & = 3% & = %% &=10.1%  Variable 1  Variable 2
Madel 1

Stepwise 649 48% 100% W% 4% 62 1.85 1.38

Maximum R 36 72 94 58 24 2 2.45 2.26

Max-min |¢| 35 72 96 60 24 2 2.45 2.3
Madel 2

Stepwise 16 38 74 52 18 140 3.44 2.23

Maximum R? 0 8 32 92 78 46 4.79 4.1

Max-min [¢| 0 10 34 94 28 43 4.77 4.25
Model 3

Stepwise 0 0 a 94 84 64 22,50 4.21

Maximum R* Q 0 {] 100 100 98 32.63 7.90

Max-min [¢| 0 4] Q 100 100 100 18.23 10.55
Maodel 4

Stepwise 2 8 12 38 8 0 13.26 1.87

Maximum R? 0 4 8 44 18 p 13.04 2.02

Max-min |¢| 4] 0 1] 100 100 100 9.85 7.64
Madel 5

Stepwise 4 10 16 26 2 0 12.98 1.75

Maximum R? 2 4 6 43 14 20 12.37 2.78

Max-min /| 4] ] 4] 100 100 100 8.57 6. 70
Madel 6

Stepwise 0 12 36 46 12 2 7.60 216

Maximum R* 1} 8 24 60 36 18 9.41 2.80

Max-min |¢ 1] ] 4] 100 146 100 10.12 7.56
Madel 7

Stepwise Q ] 6 86 68 34 21.80 3.63

Maximum R? 0 ¢ 2 88 78 44 23.48 183

Max-min |4 0 0 G 100 100 100 l11.16 8.53
Model 8

Stepwise 0 ] 4 88 62 16 15.98 KN L

Maximum R* 0 0 2 90 86 38 14.86 5.78

Max-min |¢| 1] ] ] 100 1400 100 10.88 8.89
Madel 9

Stepwise 0 o 12 96 68 28 11.07 3.46

Maximum R? 0 4] 2 96 24 63 14.75 4.66

Max-rin | 0 0 L 100 100 100 12.97 8.92

Mate: The entries in the Acst sin calumns show the pereentage of times in 50 teplications that the observed ¢-statistics appearcd significant at the nominal level & The
last twa calumns show the average value of the largest and the smallest /-statistics.

accurate than we had any right to expect, sug-
gesting that it may provide a useful guide even
when the simplifying assumptions under which it
is derived are violated.'® Caution is advised,
however, for the Rule does underpredict the pro-
portion of times in which the selected pair of
explanatory variables both appear significant.'’?
And the Rule does not go nearly far enough in
deflating the tendency for the max-min |¢ crite-

6 As explained in section II, the Rule of Thumb was de-
rived under the assumption that the candidate explanatory
variables are arthogonal and that the variance of the depen-
dent variable is known to the investigator.

17 Under independence the prababhility of zero significant
coefficients at level o is (1 — a)*; the probability of two
significant coefficients is e®. A more sophisticated rule wauld
take departures from arthogonality of the candidate
explanatory variables explicitly inta account.

rion to reject with excessive frequency the null
hypothesis in models 4, 5, 8 and 9.

Is data mining likely to vield accurate informa-
tion about the underlying structure generating
the dependent variable when the null hypothesis
is false? Table 6 shows how well data mining
strategies do at uncovering true hypotheses.
Each entry on this table reports the number of
times in 50 replications the indicated explanatory
variable was selected; numbers in italics indicate
correct selections. To illustrate, when the de-
pendent variable was generated by madel 4 the
stepwise regression procedure correctly iden-
tified variable 13 (M1) in all 50 simulation runs, a
rather remarkable achievement. The max R?
pracedure did almost as well, selecting M1 cor-
rectly in 46 out of 50 regressions of model 4.
However, the max-min |7 data mining strategy
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never picked MI, the correct vanable, although
some solice may be derived from the thought that
it did select a closely related monetary variable,
member bank reserves, in 49 out of 50 trials.
Stepwise regression also does spectacularly well
with maodel 5, correctly selecting government
spending on goods and services {variable 3) in 49
out of 30 replications. The maximum R? criterion
slips slightly, finding the correct explanatory
variable in 31 out of 30 simulation runs. But the
results obtained with the max-min | search crite-
rion are particularly disconcerting. This crite-
rion, which places a premium on orthogonality,
habitually picks up total member bank reserves
and trend regardless of the actual structure. And
this monetarist bias manifests itself even in mod-
els 5 and 8, where the artificial dependent vari-
able is generated by a fiscal rather than a mone-

9

tary process; that is, the max-min |¢| criterion is
inclined to indicate that monetary rather than
fiscal variables play a significant role in generat-
ing aggregate consumption spending even in a
world in which it is government spending that
counts.'s

'* How serious a matter this is depends in part on the loss
function and in part on the cost of manipulating control vari-
ables. Suppose, for example, that we know that either model
4 or model 3 is carrect and that there is na cost in manipulat-
ing either fiscal or monetary variables. Then misspecification
is no problem, for we can use our estimate of the fiscal
multiplier in order to adjust government spending ta insure
the desired level of consumption if that model is correct;
simultaneously, we adjust the monetary base so as tg get on
target if in fact it is M that matters; either way we will be on
target. The specification problem is serious when the eclectic
passibility of model 7 is admitted and/or when the costs of
manipulating fiscal and monetary control variables are con-
sidered.

TABLE 6.—EXPLANATORY VARIABLES SELECTED IN Data MiNING SiMULATIONS
{number of time each vanable selected in 50 simulation runs)

Vanable 1 2 3 4 5 4 7 8 g {4 1} {2 i3 14 15 16 17 18 19 20
Maodel 1

Stepwise a 2 0 8 4 4] 0 2 5 14 1 1 3oz 9 120 1 s 2

Maximum R? & 1 b} 2 8 6 i 7 8 4 7 7 9 3} 5 5 4 8 2

Max-min || 6 0 6 2 8 7 3 1w 8 3 7 7 3 3 6 5 3 1 4 |
Model 2

Stepwise | 2 4] 3} I 0 Q g 3 16 | 2 T15 13 L 13 16 1 5

Maximum R 4 9 2 2 4 6 8 4 3 7 14 ] 1 ] 4 4] 5 3 6

Max-min |f 5 10 3 I 4 10 R 13 4 6 13 8 0 6 4 2 4 2 4
Madel 3

Stepwise 0 3 1 0 2 12 18 8 0 2 0 4 12 1 12 18 Q 5 0 4

Maximum R* 0 2 0 0 0 1w 24 200 Q Q 0 18 5 14 5 1 & 0

Max-min || | 2 5 5 40 1 0 a 0 3 1 0 35 7 4 2 10 32
Model 4

Stepwise 2 4 3 9 | 2 I 3 qQ . 1/ 3 1 2 2 i 4 3 0

Maximum R* 3 6 3 3 8 0 2 [ 0 4 46 5 1 2 2 3 3 3 0

Max-min |z| 0 0 ] 0 0 0 0 g 0 49 0 fl Q Q 1 4] 4] g 1 49
Madel 5

Stepwise | I 49 3 9 0 1 g 5 0 1 4 1 1 6 1 R 5 2 2

Maximum R* | 1 3t 19 9 1 1 1 4 1 4 4 3 1 4 I 7003 2 2

Max-min 1| | 0 4] 9 a 4] 0 a 0 39 0 0 3 1a 4 3 Q 20 23
Madel 6

Stepwise 3 128 12 7 3 1 2 2 5 28 1 1 1 0 0 30 |

Maximum R* 4 249 17 4 L [ | I 2 6 26 1 1 2 1 i} 5 0 1

Max-min |¢| ] ] o 10 4] 0 0 0 48 0 G ] 2 2 qQ 0 qQ 1 48
Madel 7

Stepwise 1 3 | 5 1 2 2 23 3 8 47 6 1 3 1 1 3 | 6

Maximum R* | 5 4 1 23 17 3 37 45 5 1 4 2 4 0 6

Max-min |¢| ( 1 | 1 0 0 1 0 0 40 1 2 1 3 6 1] a & 37
Madel 8

Stepwise 0 8 49 22 | L] 11 5 3 | 7 2 4 0 8 0 2

Maximum R (0 7 02 13 2 2 3 P | 2 4 5 6 2 4 3 Q 5 0 |

Max-min || 0 2 g 26 O Q 1 3 1 22 i k! 5 2 5 § ] 2 0 20
Model ¢

Stepwise 1 6 2 72 2 1] 2 3 o 13 25 1 1] 2 3 4] 4 | 2

Maximum R | 31217 | 4 5 | 1 o 14 23 1 0 b 6 0 5 0 |

Max-min /| 0 ] ! 4 0 0 | I 0 43 0 fl qa 3 4 0 ] I 0 40

Nate: Entries in the budy of the table raveal the number of times each candidate variable was selected in 30 simulation runs by the indicated selection criterion when
the depandent variahle was penerated by the specified madel, Candidate e xplanatary variables ace identified in table 1; madels are defined in table 3. Numbers in itali<s
indlicate correct selections. Note that variables 3, 4 and § canstitute 4 closely celated set of iscal variables while 13, 11, 12.and |3 are closely related monetary variables,
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It will be abserved that at times the introduc-
tion of autocorrelated error terms into the fiscal
moadel improves the situation; thus, in model 8,
the max-min (1] criterion selects X, ., a fiscal vari-
able closely related to the true explanatory vari-
able X, ,, in 26 out of 30 simulations; while this is
better than with model 5, it is a far from impres-
sive performance.

Y. Summary and Conclusions

This paper has examined the likely conse-
quences of using standard regression procedures
when the investigator's choice of explanatory
variables is not inhibited by well-defined a priori
considerations. The simulations reveal that of the
three alternative selection criteria considered,
max-min [¢ is likely to uncover explanatory vari-
ables yielding the most impressive regression re-
sults, a substantially higher yield of **significant™
regression coefficients being obtained with anly a
modest sacrifice in goodness of fit. Appearances
aside, is the data miner likely to uncover those
candidate explanatory variables that actually
contribute to the generation of the phenomenon
under study? The top two rows of table 7 sum-
matize the performance of the three alterpative
data mining strategies in terms of their success at
picking cut the correct pair of explanatory vari-
ables from twenty candidates.'® The simple
stepwise regression algorithm was remarkably
successful, an impressive 70% of the selected
variables that appeared significant actually par-
ticipating in the generation of the dependent
variable. The max-min R? criterion was almost as
successful. Unfortunately, the max-min |7 crite-
rion was a disaster, never succeeding in picking
out the correct variable. And the third row of
table 7 demonstrates that the max-min |¢| data
mining strategy is particularly prone to commit
Type I ervors, rejecting the null hypothesis when
true 817% of the time at a claimed & = .05 sig-

¥ [n appraising this mixed record, it should be kept in mind
that only 23 annual observations were provided to the simu-
lated data miner confronted with the diflicult task of selecting
the right explanatory variables from 20 highly collinear candi-
date series. While it is reasonable to presume that [onger time
sepes would yield more accurate results, the canswmption
maodels generating the artificial dependent variables used in
the simulations were very tight; with looser Ats data mining
performance deteriorated substantially. Additional tables re-
porting the results of doubling the variance of the distur-
hances of the models specified in table 3 are available from
the author on request.

Tagry 7.—Data MINING PERFORMANCE SUMMARIZED
(models 1. 4, 5and 6. & = .05)

Max-min
Stepwise Max f* bl

Correct Variable

Selected % X7 0%
Correct or Related

Vanabie Selected §2 75 36
Type I Errar {true

significance level} 30 43 81
Type [I Error 15 8 0

Mate: This table summarizes the performance of the three alternative selection
criteria for the 4 models satisfving the elassical regression assumptions. The first
row shows the frequency with which the coreect explapatory variabies were
selecred a1 the & = 05 significance level. The secand row shows the Frequency
with which 2 member of the correet manetury or tiscal palicy sel was welected,
The third repores the incidence of Type | errors frejecting the null hypothesis
whert it way true]. The faurth row reports the incidence of Type 1 ercars (aceept-
ing the mull kypalhesis when falyel.

nificance level. It is ironic that the data mining
procedure that is most likely to produce regres-
sion results that appear impressive in terms of
the customary criteria is also likely to be the
most misleading in terms of what it asserts about
the underlying process generating the data under
study.

While the analysis of this paper confirms that
impressive R* and substantial ¢-statistics are al-
mast inevitably produced when standard regres-
sion procedures are used in searching over a
modest number of candidates for the best
explanatory variable, few data miners are willing
to abandon the pretense of estimating structure
and hypothesis testing by conceding that their
t-coefficients are to be regarded as no more than
sample descriptive. One alternative is to inter-
pret the product of exploratory data mining ac-
tivities conservatively. The Rule of Thumb ad-
vanced in part II of this paper provides guidance
for deflating exaggerated claims of significance.
For example, the Rule suggests that a data miner
testing at a nominal & = 5% level after picking
the two best explanatory variables out of twenty
candidates should claim only 40% significance:
that 1s the probability of committing a Type I
ervor if the candidate explanatory variables are
orthogonal. Although the candidate explanatory
variables used in the simulations were highly col-
linear rather than orthogonal, the simulation evi-
dence summarized on the third row of table 7
suggests that the Rule of Thumb offers a reason-
able guideline if the data miner is attempting to
maximize goodness of fit, either with a stepwise
regression program or an exhaustive search for
the highest R?; the Rule does not go far encugh,
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providing only an upper bound, in deflating the
exaggerated claims of significance generated by
the max-min |7| data mining criterion.

Applied researchers are usually quite modest
in describing how industrious a search was un-
dertaken in generating reported results; and the
criterion by which variables have been selected
is usually left unspecified. In order to facilitate an
informed interpretation of their results, empirical
investigators should be expected to reveal the
range of candidate variables and models consid-
ered and to report the degree of sensitivity of
their primary conclusions to the choice of
nuisance variables included for control purposes
in their regressions.?¥ It is the duty of editors and
their referees to interrogate authors in order to
insure that articles report, in footnotes of man-
ageable size, details about the extent of search
activity that has been undertaken.

This paper has not attempted to prescribe how
an investigator should proceed in empirical work
in the absence of a tightly structured theory. One
ad hoc remedy, more frequently recammended
than applied, is to reserve a portien of the data
for post-sample prediction.?! In addition to
post-sample verification, the replication of empir-
ical studies on new bodies of data should be
encouraged, both by research foundations and
iournal editors.??

While this paper has focused on applied econo-
metrics as often practiced, it is important to note

* Cooley and LeRaoy (1981}, building on the contnibutions
of Leamer (1978), have demonstrated that much can be
learned from the ex post review of the data mining activities
undertaken by empirical investigators. Although Cooley and
LeRoy focused on studies of the demand for money, other
areas of empirical research would doubtless be clanfied by
similar retrospective reviews.

I Thomas Mayer's review (1973) of a number of published
studies reparting post-sample predictions reveals that the
madel vielding the tightest fit in the sample period usually
does not perform best in the post-sample period. Theil (1971)
suggests that when sufficient observations are available a
researcher might partition the data into three parts, the first
for choosing the specification. the second for parameter esti-
mation, and the third for verification. With a sample of limited
size it 15 nat obvious how many observations should be re-
served for either specification selection or post-sample ver-
ification.

I Prompted in part by the suggestion of Edgar Feige
{19751, the editors of the fowrnal of Paolitical Economy an-
nounced several years ago that their standard submission fee
would be waived and publication expedited for notes submit-
ted to a newly established Confirmation and Refutation sec-
tion: in spite of this encouragement, very few articles have as
yet appeared in this section.

that substantial progress in the state of the art has
been made in recent years, including the Bayes-
ian strategies reviewed by Gaver and Geisel
(1974), the Pesaran and Deaton (1978) proce-
dures for testing among non-nested non-linear
hypotheses, and the work of Leamer (1978).2?
Unfortunately, inspection of the Social Science
Citation Index indicates that applied researchers
are slow to adept improved procedures; in any
event, such techniques are undoubtedly suscep-
tible to misinterpretation when utilized by re-
searchers who do not accurately report the ex-
tent of search activity they have engaged in.
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