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Abstract

In a standard search model I relax the assumption that agents know the distribution of
and characterize the behavioral and welfare consequences of overconfidence. Optimistic ind
search longer than pessimists if they are equally “stubborn” and high offers are good
Otherwise, the pessimists search longer. The welfare of unbiased individuals is larger than
overconfident decision makers if the latter’s biases are large and searchers stubborn. Otherw
overconfident may be better off. Finally, I give a testable implication of overconfidence and d
some applications and policy issues.
 2003 Elsevier Inc. All rights reserved.

1. Introduction and motivation

“Dozens of studies show that people generally overrate the chance of good e
underrate the chance of bad events and are generally overconfident about their
skill or prospects. For example, 90 percent of American drivers in one study though
ranked in the top half of their demographic group in driving skill” (Camerer, 1997).1

Despite the substantial evidence that overconfidence is pervasive, it has not re
much attention in economic modeling. Given the wide applicability of search mo
I study the implications of overconfidence in the search behavior of rational agen
do so, I relax the usual assumption that the searchers know the true distribution o
offers and suppose only that agents’ beliefs are derived from a prior over a set of po
distributions.2

E-mail address:dubraj@um.edu.uy.
1 I will not discuss this evidence here. See Camerer (1997) for experimental and psychological referen
2 Several other authors have also studied search behavior when the distribution is not known. See K

Shavell (1974), Rothschild (1974), Burdett and Vishwanath (1988) and Bikhchandani and Sharma (1996
1094-2025/$ – see front matter 2003 Elsevier Inc. All rights reserved.
doi:10.1016/S1094-2025(03)00036-X
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This paper has four objectives. The first is to establish the behavioral implicatio
optimism in a simple search model. Bikhchandani and Sharma (1996) have show
when there is learning, the order of static optimism of two individuals may be reversed
observing the same information. Thus, they say that one individual is more optimisti
another if he assigns higher probabilities to high offers after all sequences of observ
I show that this definition of optimism fails to predict optimistic behavior. That is, eve
one searcher is more optimistic, in their definition, the former may accept offers th
latter would reject. I then provide a new definition of optimism that guarantees that
individual is more optimistic than another, the latter stops searching first. The reaso
Bikhchandani and Sharma’s definition of optimism fails to predict optimistic behavi
that in this context offers have informational value: as search evolves, individuals
about the unknown distribution. Suppose then that a low offer implies that offers i
future will be high. In that case, optimism about today’s offers may lead to a lower exp
value of searching than pessimism. This, in turn, yields shorter search times for the
optimistic agent. The main result on behavior is that a searcher who is more opti
(about the next offer) than another after all sequences of draws samples longer wh
there is a searcher who believes that high offers today mean high offers in the futur
whose priors lie “between” the more and the less optimistic priors.

The second objective is to study the welfare implications of overconfidence. I
conditions under which overconfident agents are worse off than unbiased searcher
welfare is computed using the true wage offer distribution. In this paper, an indiv
is overconfident if he believes that the distribution that generates the offers is
than it really is. In other words, an individual is overconfident if his prior is such
his beliefs about the first offer first-order-stochastically dominate the true distributi
offers. An individual is unbiased if his beliefs about the first offer are correct. I s
that when searchers are not too patient, there are some overconfident individua
obtain higher expected payoffs than some unbiased searchers. If agents have a de
prior, being unbiased means knowing the true distribution. In that case, unbiased se
mustbe weakly better off than overconfident decision makers. However, if priors are
degenerate, the comparison is not between an overconfident individual and a searc
knows the truth, but between two searchers who are uncertain about the true distri
one of whom happens to be unbiased. Thus, at least in principle, there is the possibil
an unbiased individual is worse off than an overconfident searcher. In fact, thereshould
be an unbiased decision maker who is worse off than an overconfident individual.
the search process high offers are accepted, so sampling continues only if offer
been low. Consequently, because priors are updated in each period, there is a te
for beliefs to become pessimistic. Therefore, searchers who were initially unbiase
continue sampling today are likely to wrongfully accept a low offer tomorrow. Slig
overconfident searchers are more immune to this kind of mistake. Since they are n
biased, they do not mistakenly reject offers and, because they were originally optim
downward updating is not so harmful.

My third objective is to study the conditions under which the behavior and we
consequences of overconfidence diminish over time. Since behavior and welfa
derived from beliefs, this amounts to finding conditions under which the overcon
individual’s true average posterior approaches the true distribution. I show that,
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unbiased priors remain unbiased on average, overconfident individuals may b
pessimistic. If the true distribution allows only offers that are “too” low according to
overconfident decision maker’s beliefs, he may become pessimistic after all offers
cannot happen with unbiased priors. To insure that overconfident beliefs diminish ove
and never become pessimistic, it suffices to assume that there is an unbiased belie
(dynamically) more pessimistic than the overconfident. The condition is not trivial be
it requires that the overconfident prior remains more optimistic than the unbiased a
sequences of draws. Then, the result follows because unbiased priors are a marting
a lower bound for more optimistic beliefs.

Finally, I derive a testable implication of overconfidence. Using the results
behavior and on evolution of beliefs, I show that overconfident searchers tend to
shorter unemployment spells, whereas unbiased searchers tend to have consta
lengths. Using structural estimation methods and the National Longitudinal Surv
Youth (NLSY) data, one can compute the proportion of overconfident, unbiased
underconfident individuals in an economy. This is very important, since it has been a
that most “evidence” for overconfidence comes from experimental and psychol
evidence, and not from actual economic behavior and data.

I conclude with a discussion of some applications and policy issues.
There are three kinds of theoretical works related to the notion of overconfidence s

in this paper. The first class analyzes the effects of trader’s overconfidence in fin
markets in a static context. For instance, Benos (1998), Kyle and Wang (1997), and
(1998) show that increased overconfidence leads to greater expected trading volu
greater price volatility. The second class studies the emergence of trader’s overcon
in financial markets. For instance, Gervais and Odean (1997) study, in a dynamic s
how biases in learning generate overconfidence. In their model, individuals att
good trades to their ability and bad trades to chance. Thus, although overconfi
reduces expected payoffs, rich traders tend to be overconfident. A third class stud
consequences of entrepreneurs’ overconfidence. For example, Manove (1995) sho
increased optimism leads to lower expected utility and inefficient allocation of reso
in a growth model. Manove and Padilla (1999) show that the coexistence of optim
and realistic entrepreneurs generates a screening problem for banks and leads to in
allocation of credit.

There are models that study optimism and other notions of overconfidence, bu
are unrelated to my work. One notion of optimism is that in Beaudry and Portier (1
In their model, agents observe a signal about an unknown productivity parameter
the signal is high, the individual is optimistic. However, he knows the distribution o
signal. In my model, the searcher is biased about the distribution. The second no
that of self-fulfilling optimism, as in Kiyotaki (1988). In his model, if firms are optimis
about demand and investment, demand is high in equilibrium, so there is no over-opt
In my model, the searcher is overly optimistic about the distribution. Another (seem
unrelated) notion of overconfidence that has been studied can be defined as underes
of volatility. For example, Alpert and Raiffa (1982) document how people systemati
construct too narrow confidence intervals for random variables.
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2. The model

For any compact topological space(X, τ) let C(X) denote the set of all bounde
continuous functions fromX to R endowed with the sup norm. Also, letP(X) represent the
set of all probability measures on the Borel sets ofX, endowed with the topology of wea
convergence. LetW ≡ {w1,w2, . . . ,wn} ⊂ R+, with 0<w1<w2< · · ·<wn, and define
P 2(W)= P(P(W)). I will represent anyg ∈ P(W) by (g1, . . . , gn), wheregi = g(wi).

At each datet , the individual receives independent and identically distributed w
offers from W and must decide whether to accept the current proposal or con
sampling. His objective is to maximize the expected discounted value of the off
accepts. Thus, his decision depends on what he believes about future proposals.
search models, it is assumed that the searcher knows the exact distribution from
offers are drawn. In this paper, I relax this assumption and assume only that the ind
has beliefs over the set of possible distributions. Consequently, his beliefs are a distr
over probability measures, which can be represented by a priorπ ∈ P 2(W).

It is worth noting here that the model presented here encompasses the search m
which once an offer is accepted, the searcher receives the same wage in every per
example, if a searcher accepts an offer of $2, and will receive that salary in every p
in terms of my model he is accepting a one-time offer of 2/(1− δ).

As offers arrive, the individual updates his priors according to Bayes’ rule. LetΩ =W∞
be the set of infinite sequences of offers. Also, for anyoffer pathω ∈ Ω let ωt stand for
the first t elements ofω andωt for its t th element. Starting with beliefsπ and after a
historyωt , the probability of any measurable setC ⊂ P(W) is

B
(
ωt,π

)
(C)=

∫
C

∏
i�t g(ωi)∫ ∏

i�t g(ωi)π(dg)
π(dg).

If ωt is a zeroπ -probability event,B(ωt ,π) is arbitrary.

2.1. Optimal search behavior

In this section, I find the optimal policy for the searcher’s maximization problem
order to use dynamic programming to find the optimal rule, I need to specify a state
and the transition probabilities. In usual search models, the state space is the set
offers and the transition is given by the known distribution. Here, the state space
be extended to account for varying beliefs, and the transition function will depend o
history of draws.

At each date in which search continues, the searcher has some beliefs, belon
P 2(W), and is faced with an offer inW . If he has accepted a proposal, he receives offe
0 thereafter. Thus, letS ≡ P 2(W)×{W ∪{0}} be the state space of the searcher’s probl

Any prior π induces a measuremπ overW , through

mπ(w)≡
∫

g(w)π(dg).
P(W)
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Sinceπ is a probability over distributions,mπ , usually called themarginal of π , is the
average distribution that an agent with beliefsπ expects to face. If beliefs areπ and
search continues, the only conceivable states tomorrow are of the form(B(w,π),w),
with w ∈W ⊂ R++, and their probabilities are given bymπ(w). Analogously, if an offer
has been accepted, the only possible state is(π,0). Then, the following measures overS
describe the transitions:

Cπ [s] =
{
mπ(w) for s = (B(w,π),w),

0 otherwise,
and Dπ [s] =

{
1 for s = (π,0),
0 otherwise.

The measureCπ gives the subjective probability of each state tomorrow, given that be
today areπ and search continues;Dπ gives the probabilities if an offer has been accep
LetA= {a, r} be the action space, wherea indicates that an offer is accepted, andr that it
is rejected. For any state(π,w) and actionc, define the transitionq(· | (π,w), c) by

q
(· | (π,w), c) =

{
Cπ if w ∈W,
Dπ if w = 0 orc= a.

Given state(π,w), if the searcher chooses an actionc, q(s | (π,w), c) gives the subjective
probability of states in the following date. In the next period, an offer is drawn, beliefs
updated, the searcher chooses an action, and the process is repeated.

Define Ht = (S × A)t−1 × S. A policy is a sequencep = {pt }∞1 of functions
such thatpt : Ht → A. For each policyp and ω ∈ Ω , let τ (p,ω) stand for the date
when an offer is accepted ifp is followed. Then, for a discount factorδ ∈ (0,1)
and beliefsπ , the payoff of policyp is Eπ [δτ(p,ω)ωτ(p,ω)] and the value function i
v :S → R is v(s)= supp Eπ [δτ(p,ω)ωτ(p,ω)]. The following lemma states thatKy(π,w)=
max{w,δ ∫

S
y(s′)q(ds′ | (π,w), r)}, y ∈ C(S), is a well defined functionK :C(S) →

C(S). All proofs can be found in the Appendix.

Lemma 1. For anyy ∈C(S), Ky ∈ C(S).

SinceK is a contraction, it has a unique fixed point inC(S). Moreover, the fixed poin
is the value functionv.3 DefineV (π)≡ ∫

v[B(w,π),w]mπ(dw), the maximum value o
searching when beliefs areπ . Then, in any state(π,w) ∈ S, accepting an offer if and
only if

w � δV (π) (optimal policy)

is optimal. The optimal rule states that offers greater than the maximum exp
continuation value of searching should be accepted. To see that the policy is in fact o
recall from Denardo (1967, Corollary 2) that an optimal policy exists. Then, letx(s)

be the expected return of following the above policy for one period and then follo
an optimal policy, when starting in an arbitrary states. Sincex(s) = v(s) and s was
arbitrary, following the rule in every period is optimal.

3 See in Denardo (1967, Theorem 3). The result is for bounded functions, but his proof, as well as the
Corollary 2 to be used later, applies to bounded and continuous maps.
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Note that this rule does not imply a reservation value rule. Assume, as in Koh
Shavell (1974), that a searcher believes that there are only two possible distribution
that assigns probability 1 to $1 and another with prob($2)= 1 − prob($3)= 0.01. If the
first draw isw = 1, the individual is certain that he will receive no higher offers and acc
the proposal. On the other hand, if he is patient and the first draw isw = 2, he will reject
the offer and wait for a draw of $3.

3. Dynamically consistent optimism and behavior

In static problems, a beliefg about a parameter, or about wage offers, is “high
or “better” than beliefh if it can be ranked by first-order stochastic dominance.
g,h ∈ P(W), g first-order-stochastically dominatesh, denotedg � h, if and only if∫
u(w)g(dw) �

∫
u(w)h(dw) for all non-decreasing functionsu (Dubins and Savage

1965). Of course,� is a partial order on the space of priors. For static decision probl
� captures the idea of optimism: for all utility functionsu (above),g yields a higher
expected utility thanh. In this section, I will introduce a partial order in the space of pri
about the sequences of wage offers which will characterize optimism in dynamic con
That is, I will provide a definition of optimism that will insure that if a searcher wit
prior π is more optimistic than a searcher with a priorυ, then the former obtains a high
expected utility. Since a higher expected utility of searching implies that more offe
rejected, the definition of optimism that I will provide also insures longer search time

Say that a priorπ ∈ P 2(W) is monotonicif and only if, for allω,κ ∈Ω andt , ωt−1 =
κt−1 andωt � κt imply mB(ωt ,π) � mB(κt ,π). That is, posteriors after high offers firs
order-stochastically dominate posteriors after low offers: high offers make a searche
optimistic about the next draw. Monotonicity insures that the informational value of o
is ordered in the same manner as their monetary value. Dirichlet priors over multin
distributions and arbitrary priors over binomial distributions satisfy monotonicity.4 This
condition is similar to those used by Bikhchandani and Sharma (1996), Burde
Vishwanath (1988) and Milgrom (1981).

I now define optimism for the current context and then show that this partial order
space of priors insures that the more optimistic searcher samples longer inall offer paths.
For any priorsπ andυ, we will say thatπ is more optimisticthanυ, written π � υ, if
there exists a monotonicρ such thatmπ �mρ �mυ andmB(ωt ,π) �mB(ωt ,ρ) �mB(ωt ,υ)
for all t and allω ∈Ω . In words, a priorπ is more optimistic thanυ if the marginals of
π dominate those ofυ after all sequences of draws, and there is a priorρ between them
which is “well-behaved.”

For any priorπ andω ∈Ω , let τπ (ω) be theacceptance time, the date when an offer i
accepted if the optimal policy is followed.

Proposition 2. Assume thatπ � υ. Then, for allω ∈Ω , τπ(ω)� τυ(ω).

4 A Dirichlet with parameterπ = (π1,π2, . . . ,πn), with πi > 0 for all i, is a probability measure overP (W).
Let S(π)= ∑n

1 πi , andµi = πi/S(π). Thenmπ(wi)= µi , andB(wi,π) is a Dirichlet with parameterπ + ei
(whereei is theith canonical vector). See De Groot (1970).
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Remark 1. Notice that the proposition is not about average acceptance times, but
what happens along all offer paths. The idea behind this result is that the opti
searcher believes that the future is good and thus rejects offers that the pessimist d
Monotonicity guarantees that, in terms of information content, high offers are bette
low ones. Then, the requirement that the posteriors are ordered by first-order sto
dominance after all draws insures that the more optimistic individual searches longe

Remark 2. Corollary 1 in Bikhchandani and Sharma (1996) proves that, if the marg
of the posteriors ofπ first-order-stochastically dominate those ofυ after all sequence
of draws, and either one of the priors is monotonic and searchers follow a reser
wage policy, optimistic searchers sample longer. Therefore, they have more and s
assumptions, than in Proposition 2. However, since they concentrate on problems w
discounting, Proposition 2 is not a generalization of their result. However, my meth
proof can be adapted to their context to avoid the assumptions of a reservation wa
the requirement that either prior is monotonic.

Remark 3. Proposition 2 can be proved as a corollary to the following result, which ca
proved using the same steps as in Proposition 2. LetΩ =WT , for T ∈N ∪ {∞}. If π � υ,
thenEπ(u)�Eυ(u) for all increasingu :Ω → R. See Müller and Stoyan (2002, Theore
3.3.4) for another condition on priors that insures higher utilities.5

I now discuss what is being assumed and what is not with the postulate thatπ � υ.
First, the assumption thatπ is more optimistic thatυ does not insure that the search
follow reservation wage rules. That is, Proposition 2 does not assume, neither imp
nor otherwise, that searchers follow reservation wage rules. To illustrate, consider
the example of Section 2.1. Recall that in that example searchers believed that the
only two possible distributions, one that assigned probability 1 to $1 and anothe
prob($2)= 1 − prob($3)= 0.01. For anyp > q, a searcher who assigns probabilityp to
the latter urn, call this priorπ , is more optimistic than a searcher who assigns probabilq
to the same urn, call this priorυ. That is,π � υ, and still none follows a reservation wa
rule.

A second issue that is worth noting is thatπ � υ applies to the following model whic
was used by Burdett and Vishwanath (1988): the urn from which offers are draw
normalwith known variance and unknown mean, and searchers believe that the m
the distribution is alsonormallydistributed, only thatπ ’s mean is higher thanυ ’s.

Third, the conditionπ � υ requiresmπ more than just first-order-stochastica
dominatemυ . As was shown by Bikhchandani and Sharma (1996), such a static con
is not sufficient to insure longer search times for the searcher with priorπ . Because
individuals whose prior about the first draw is low in first-order stochastic sense ma
have priors that are less affected by updating than searchers with high beliefs, dow
updating can lead the individual with the initially high prior to stop sampling before

5 Their condition requires checking thatπ assigns higher probability thanυ to all increasing sets
Unfortunately, this condition is very hard to check, whereas the definition of optimism given here only in
comparisons of marginals.
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searcher with the low prior. The following example is similar to Bikhchandani and Sh
(1996, Example 1). It illustrates how different propensities to update may lead a se
with prior π to search less than a searcher with priorυ even thoughmπ , the belief abou
the first draw, first-order-stochastically dominatesmυ .

Example 1. Let W = {1,2} and 1/2 � q � 0. Definef,g,h ∈ P(W) by h = (1,0), f =
(1/2,1/2) andg = (0,1). Also, define priorsπ,υ, by π(g) = 1/2 + q , π(h) = 1/2 − q

andυ(f )= 1. Note thatmπ first-order-stochastically dominatesmυ , so thatπ is “higher”
or “better” thanυ.

The posterior ofπ is degenerate inh after receiving a draw of 1. Thus, the searcheπ
accepts the offer of 1 in the first period. Since he also accepts a draw of 2 in any
he stops sampling in the first period in every offer path. On the other hand, the se
with prior υ never revises his priors and, forδ > 2/3, continues sampling until a hig
draw occurs. Since the size ofq indexes how “high” beliefs are, forall levelsq of the
prior andall offer paths, the individual with priorπ never samples longer than the searc
with priorυ, and sometimes samples less, despite the fact thatmπ first-order-stochasticall
dominatesmυ .

This result is driven by the fact thatπ is affected by updating andυ is not. This feature
insures that even thoughmπ first-order-stochastically dominatesmυ , the reverse is tru
after an offer of 1 arrives. In a sense,υ is more “stubborn” in the face of new informatio
The above example shows that in order to say that one prior is more optimistic than a
we need the condition that posteriors are also ordered in first-order stochastic sense
in part whatπ � υ requires, and it is the only requirement in Bikhchandani and Shar
definition of optimism (which, as we now show, does not capture optimistic behavior

Fourth, even requiring that marginals are always ordered by first-order stoc
dominance does not necessarily yield longer search times. Since individuals learn
the true distribution as offers arrive, proposals have informational value. If the total v
monetary plus informational, of a low offer exceeds that of a high offer, assigning
probabilities to high proposals may lead to a low value of searching.

The next example shows that requiring that posteriors are ordered by first
stochastic dominance does not insure thatπ will search longer thanυ.

Example 2. Let W = {2,4,5,6} and 1/4 � ε � 0. Definegε, jε, hε ∈ P(W) by: gε =
(3/4− ε,0, ε,1/4), jε = (1/4− ε,0, ε,3/4), andhε = (0,1− ε, ε,0).

Fix δ = 0.99 and supposeε = 0. Assume also that a searcher is certain that
distribution isj0 = (1/4,0,0,3/4). Becauseδ is close to 1, the searcher samples u
w = 6 is drawn and obtains an expected payoff of approximately 6. The same is tr
g0 = (3/4,0,0,1/4). If the distribution ish0 = (0,1,0,0) however, the searcher accep
the first offer of 4 and obtains an expected value of 4.

Defineπε,υε ∈ P 2(W) byπε(jε)= 1−πε(hε)= 1/2 andυε(gε)= 1−υε(hε)= 4/5.
If priors areπ0, wheneverw = 2 orw = 6 occur the searcher knows that the distribut
is j0. If w= 4 is drawn, the distribution ish0. Thus, the value of searching when priors
π0 is V (π0)≈ (6+ 4)/2= 5. Analogously,V (υ0)≈ (4/5)6+ (1/5)4> 5 ≈ V (π0). That
is, the posteriors ofπ0 first-order-stochastically dominate those ofυ0 after all sequence



206 J. Dubra / Review of Economic Dynamics 7 (2004) 198–218

draw
t

d,
,
ure
ot

s
e

, stops
tional

nsities
astic
that if
nse in

pling
nd they

more
t.
that

urn,
n turn,
s
astic

an he
an it

been
An

ameter
are
of draws, but yield a smaller value of searching. This result is driven by the fact that a
ofw = 4 signals a distribution with a value of 4, whereasw = 2 informs the individual tha
the value of searching is close to 6.

Note that because 5∈ (δV (π0), δV (υ0)), if w = 5 is drawn and priors are not update
the searcher with priorπ0 accepts the offer and the one withυ0 does not. However
w = 5 is a zero-probability event for both priors, so I will slightly modify them to ins
that searchers can use Bayes’ rule. For anyε, whenw = 5 is drawn, updating does n
changeπε or υε . Then 5∈ (δV (π0), δV (υ0)) guarantees that 5∈ (δV (πε), δV (υε)) =
(δV (B(5,πε)), δV (B(5, υε))) for small enoughε. Therefore, whenw = 5 is drawn, the
searcher with “high” priorsπε will accept the offer and the individual with “low” beliefsυε

will reject it. Moreover, sinceV (πε) < V (υε), a searcherπε whose beliefs about draw
dominate in each period the beliefs of another individualυε , obtains a lower subjectiv
expected utility.

In this example, a searcher with beliefs that are high in first-order stochastic sense
sampling before the searcher with low beliefs because a low offer has high informa
value. That is, it is not true that high offers are good news.

In Example 1, searchers have monotonic beliefs. Nevertheless, the different prope
to update allowed the searcher with beliefs which were high in first-order stoch
sense to stop sampling before the searcher with low beliefs. Example 2 shows
monotonicity fails, the searcher whose beliefs are high in first-order stochastic se
every period may stop sampling before the individual with low beliefs.

4. Welfare implications

In this model, the optimal search rule calls for accepting high offers, so sam
continues only if offers are bad. Since searchers have non-degenerate priors a
update their beliefs in each period, this feature of the model makes them become
pessimistic over time. In this section, I analyze the welfare consequences of this fac

Throughout, letf ∈ P(W) be the true measure that generates the offers. I will say
priorπ is unbiasedif mπ = f . That is, a prior is unbiased if the expected value of the
according to beliefs and before any information has been received, is the true urn. I
I will say that a priorπ is overconfidentif mπ � f . That is, a prior is overconfident if it
initial estimate of the urn from which offers are drawn is larger, in first-order stoch
sense, than the truth.

Four comments about this definition are in order.

1. This definition captures the idea that the searcher thinks that he is better off th
really is, since he believes that the urn from which offers are drawn is better th
really is.

2. This definition encompasses other definitions of overconfidence that have
put forward in most of the literature, and is “better” in the following sense.
overconfident decision maker is often defined as one who thinks that some par
is larger than it really is. Formally, it is assumed that the individual’s beliefs
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degenerate and wrong. An individual with those beliefs would never learn the
distribution. My definition of overconfidence allows for those beliefs, but also for
degenerate beliefs which, with enough learning, could converge to the truth.

3. The findings in Alpert and Raiffa (1982) that people systematically construc
narrow confidence intervals for random variables has been interpreted as a di
notion of overconfidence than the one studied here. I believe, however, that the fi
in Alpert and Raiffa (1982) are about how people think that their information is b
than it really is, so that “point estimates” of random variables are thought to be
close to the true values. Therefore, those findings are also about overconfidenc
sense of this paper.

4. In this paper, optimism is a relative notion, about one searcher being more opti
than another, whereas overconfidence is about how a searcher thinks he is, rel
the truth.

Let ℘ be the measure onΩ obtained by extending the probabilities thatf induces on
WT for all T .6 For the welfare criterion, I use the true expected value of searching,

V ℘(π)=
∫
Ω

δτπ (ω)ωτπ (ω)℘ (dω), π ∈ P 2(W).

As in standard search models, the rule that maximizes the true expected va
searching is a stationary reservation wage policy. In addition, if a searcher is go
deviate from the optimal policy just once, the longer he follows the optimal policy
higher is his expected payoff. Since there is a tendency for searchers to become pes
(and pessimistic searchers accept low offers), slightly overconfident individuals follo
truly optimal policy longer than unbiased searchers. As a consequence, in the foll
example an overconfident individual obtains a higher payoff than an unbiased se
who is more pessimistic than the overconfident.

Example 3. Let W = {1,2}, 8/11> δ > 2/3, andf = (1/2,1/2). Then, the policy tha
maximizes the true expected value of searching is to reject offers of 1 and accept t
offer of 2.

Defineg,h ∈ P(W) byg = (3/4,1/4) andh= (1/4,3/4). Also, letπ(h)= 1−π(g)=
3/4 andυ(h)= 1 − υ(g)= 1/2. I will now show that the optimal search rule in this ca
calls for rejecting offers of 1 until the expected value of the next draw falls below/δ,
and then accepting any offer. If the continuation value of searching falls below 1/δ, the
agent accepts the current offer, so it suffices to show that whenever the expected v
the next draw falls below 1/δ, it is equal to the continuation value of searching. Supp
that the continuation value of searching after an offer of 1 is less than or equal to/δ.
If the offer is rejected andw = 1 is drawn in the next period, the continuation value will
weakly smaller than it is today, which implies that the optimal strategy calls for acce
any offer tomorrow. Therefore, if the continuation value today is below 1/δ, it is equal to

6 See Shiryayev (1984, Kolmogorov Extension Theorem, p. 161).
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the expected value of the next draw. Also, for enough draws of 1, the continuation va
close to that of a prior which assigns probability 1 tow = 1. Thus, the continuation valu
eventually falls below 1/δ. Finally, since the expected value of the next draw is decrea
over time, whenever it falls below 1/δ it must be the continuation value.

SincemB(1,υ)(1) = 5/8, the expected value of the next draw after observingw = 1 is
11/8< 1/δ. Thus, the unbiased searcher stops sampling in the first period in anyω ∈Ω
and obtains a true value of searching, 3/2. SincemB(1,π)(1)= 1/2, the expected value o
the next draw after the first bad draw is 3/2> 1/δ. Therefore, the overconfident search
rejects the first low offer, but becausemB((1,1),π)(1) = 5/8 he accepts any offer in th
second period. This yields a true value of searching, 1+ δ(3/4) > 3/2.

In this example, the overconfident searcher uses the true optimal strategy in pe
whereas the unbiased one does not. As a consequence, the overconfident searche
off when the true distribution is used to compute welfare. Note that it isnot the case tha
for some states of the world the overconfidence is better off (i.e., that he rejects a hig
and by chance he gets a higher offer in the next period). Hisexpectedpayoff is larger than
that of the unbiased searcher.

4.1. The benefits of overconfidence and costs of underconfidence

This section provides a generalization of the last example. Consider the following
features of the search model. First, the truly optimal search rule is a constant rese
wage policy. Second, searchers become pessimistic as search evolves, so there is a
for reservation wages to decrease. Third, overconfident searchers tend to have
reservation wages than unbiased individuals. These features insure that one can
find overconfident searchers whose initial reservation wage is optimal and that, as
evolves, make fewer mistakes (relative to the truly optimal search rule) than unb
searchers who are more pessimistic than the overconfident. These features are wh
Example 3, and thus suggest that, when these conditions hold, overconfident searc
better off than unbiased ones. However, the following example shows that in gener
is false.

Example 4. LetW = {1,2,100}, f = (1/3,1/3,1/3) andδ = 58/1000. The truly optima
strategy is to accept only offers of 100. A searcher who follows the optimal strate
period 1 and then accepts any offer, obtains an expected payoff of 100/3 + (206/9)δ.
Rejecting only offers of 1 in the first period and accepting any offer in the second yie
payoff of 34+ (103/9)δ > 100/3+ (206/9)δ. Therefore, following the optimal strategy
the first period is harmful. In the reminder of the example I show how the above beh
can be derived from overconfident and unbiased priors.

Let j = (1/1000,1/1000,998/1000) andg = (999/2000,999/2000,1/1000). Define
the overconfident priorπ by π(j) = 1 − π(g) = 0.98569 and the unbiased priorυ by
υ(j)= 1 − υ(g)= 0.33266. Ifw = 100 has not occurred in periods 1 or 2, the expec
value of the next draw is lower than 1/δ for both searchers, so they stop sampli
Therefore, the searchers know in period 1 that offers that yield a value smaller th
discounted expected value of the next draw must be accepted. SinceδEB(2,π)[w] > 2,
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the overconfident searcher only accepts offers of 100 in the first period. Since>

δEB(2,υ)[w] = δEB(1,υ)[w]> 1, the unbiased searcher only rejects offers of 1 in the
period.

The example illustrates the point that if the optimal policy is not going to be follo
tomorrow, it may not be optimal to follow it today. Therefore, although overconfi
searchers may follow the optimal strategy more often than unbiased searchers, t
not always better off. To insure that overconfident searchers will be better off, it suffic
assume that searchers are not too patient. If they are impatient, the truly optimal po
to reject all offers but the lowest. Then, because the individual receives in each perio
worse news than he could imagine, reservation wages are decreasing. This, in turn,
that the only possible deviation (for a searcher who starts off with the optimal reser
wage) is to accept any offer. Consequently, when searchers are not too patient a
off with the optimal reservation wage, they deviate from the optimal policy just once.
guarantees that overconfident searchers make exactly the same mistake as the
individuals, but in a later period, in which case overconfident searchers are better of

To formalize these arguments I first show that, if an individual would accep
next-to-the-lowest offer to which he assigns positive probability, his reservation wa
decreasing.7

Lemma 3. Suppose that a searcher with monotonic priorπ follows a reservation wag
policy and thatw2 > δV (π). Then,δV (B(ωt−1,π)) � δV (B(ωt ,π)) for all ω ∈ Ω and
all t .

Suppose that the optimal search rule calls for acceptingw2 and rejecting offers below
that. Assume also, thatπ in the previous lemma is overconfident. Then, wheneverπ ’s
search rule differs from the optimal one, he is accepting offers that he should not. Co
an unbiased searcherυ with π � υ. By Proposition 2, the unbiased searcher ma
a mistake before the overconfident does, and this makes him worse off. A similar rea
applies to show that underconfident individuals are still worse off. This is summa
in Proposition 4. For anyυ ∈ P 2(W), any ε > 0 and metricd , defineNε(υ) ≡ {π ∈
P 2(W): d[π,υ]< ε}.

Proposition 4. Define the priorυ0 byυ0(f )= 1. Then, there existsδ such that ifδ > δ,
(i) for any ε > 0 there is an unbiasedυ ∈ Nε(υ0) and an overconfidentπ such that

π � υ andV ℘(π)� V ℘(υ). Moreover, iff ([0, δV (υ0))) > 0, V ℘(π) > V ℘(υ);
(ii) there existsγ > 0 such that for all unbiasedν ∈ Nγ (υ0) that follow a reservation

wage policy, ifϕ is an underconfident prior withν � ϕ, thenV ℘(ν)� V ℘(ϕ).

Proposition 4 says that there exists an unbiased searcher who is almost certain a
truth and a more optimistic overconfident searcher who is better off. The proof also

7 Bikhchandani and Sharma (1996) provide sufficient conditions on priors to insure that searchers
reservation wage rules.
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that the unbiased prior is closer to the truth, in the metric onP 2(W), than the overconfiden
prior. Therefore, the result is not about the searcher being overconfident but being “c
to the truth than an unbiased decision maker. Second, it is overconfidence, and
arbitrary bias, that makes the overconfident searchers better off. Underconfident se
are still worse off. The reason driving this last result is thatυ � ϕ and Proposition 2 insur
that wheneverυ accepts an offer,ϕ also does. Then, since the most likely mistake oυ,
relative to the optimal policy, is to accept an offer that should be rejected, wheneυ
makes a mistake,ϕ also does. Again, the reason why the most likely mistake is to ac
an offer that should be rejected is that in search problems there is a tendency for
to decrease over time, and a searcher whose prior is close to the truth starts off w
correct reservation wage.

Of course, these results may seem puzzling. In particular, should an individual, kn
that he will become more pessimistic over time, choose to behave as if he was not up
No. But one could try to avoid the bias that I point to by trying to use all the draws that
individuals in a “peer group” receive on each date. In that way, no bias is introduce
of course, after a few bad draws the individual could start updating about the prob
that his peer group is really his peer group, and the problem mentioned in this pape
again.

4.2. The costs of overconfidence

Proposition 4 shows that overconfident searchers are sometimes better off than u
decision makers. In this section, I examine the reasons why the converse may hold. T
reason why overconfidence can be harmful is the one illustrated in Example 4: follo
the optimal policy more often than not is not always beneficial. The second one is ob
overconfident searchers may reject high offers that they should accept. However, sin
easy to construct examples where overconfident searchers with large biases are b
than unbiased searchers, the condition when searchers are stubborn (and keep mak
original mistakes) needs to be added.

Consider an individual with priorsυ close to the degenerateυ0. By continuity ofV
(see Corollary 10 in the Appendix) one can make sure that, for almost any discount
the search rule ofυ resembles that ofυ0 for a long period of time. Therefore, discounti
insures thatV ℘ , the true value of searching, is continuous atυ0. Then, forυ andπ close to
the degenerateυ0 andπ0, respectively,V ℘(υ0) > V ℘(π0) guaranteesV ℘(υ) > V ℘(π).
The result is summarized in the following proposition, which is just a statement a
continuity of the true value of searching.

Proposition 5. Fix any degenerate priorsπ0 and υ0. Assume thatf (δV (υ0)) =
f (δV (π0))= 0 andV ℘(υ0) > V ℘(π0). Then, there existsε such that for allπ ∈Nε(π0)

andυ ∈Nε(υ0), V ℘(υ) > V ℘(π).

The third reason why overconfident searchers may obtain lower payoffs than un
searchers is that reservation wages may be increasing for some offer paths.
reservation wages increase, even slightly overconfident decision makers will reject
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that they should accept. Although in general reservation wages do not increas
following example shows that for some offer paths reservation wages may be increa

Example 5. LetW = {1,2,3,4}, δ = 0.99 and defineg, j ∈ P(W) by g = (0,5/12,1/2,
1/12) and j = (1/3,1/3,1/3,0). Also, for 1� ε � 0, define priorsπε by πε(g) =
1− πε(j)= ε.

Sinceδ is close to 1, a searcher with beliefsπ0 accepts only offers of 3 and 4. Thu
for ε sufficiently small, the same is true for a searcher with beliefsπε . Suppose that som
offer pathω starts witht draws ofw = 2. Becauseg(2) > j (2), for sufficiently larget ,
B(ωt ,πε) assigns probability close to 1 tog. Consequently, for sufficiently larget , the
searcher accepts only offers of 4.

Therefore, the searcher with priorsπε accepts offers of 3 at the beginning of the sea
process, but after enough draws of 2, he only accepts proposals ofw = 4. The reservation
wage increases because an offer that is rejected at the start of the search process (i
offer) signals a good distribution.8

Adding an appropriate true distribution to this example, it is easy to show
overconfident searchers may be worse off than some unbiased individuals.

5. Evolution of beliefs

In this section, I give conditions that guarantee that true average posteriors diminis
time for overconfident priors. I first show that, although unbiased priors remain unb
overconfident beliefs may become underconfident. Then I show that, if there is an un
belief that is more pessimistic than the overconfident prior, the bias diminishes ove
and the overconfident does not become pessimistic on average.

Suppose thatυ is unbiased. Then, by the law of iterated expectation,Ef [mB(w,υ)] = f .
That is, on average, unbiased searchers remain unbiased. The following example
however, that an overconfident prior may become pessimistic on average.

Example 6. Let W = {1,2,3}, define g,f, j ∈ P(W) by g = (3/4,1/4,0), f =
(1/2,1/2,0), j = (0,0,1). Define priorsπ by π(g) = π(j) = 1/2. Since only offers
of 1 and 2 will occur, the posterior ofπ is alwaysg = (3/4,1/4,0). Thus, although
π is overconfident, he becomes underconfident with probability 1. But this implies
f �Ef [mB(w,π)].

In the example, an unbiased belief that is more pessimistic thanπ does not exist. Fo
any unbiased beliefυ, Emυ [mB(w,υ)] =mυ implies thatmB(2,υ) � mυ = (1/2,1/2,0)�
(3/4,1/4,0) = mB(2,π), so first-order stochastic dominance of the marginals is
preserved, violating the definition of optimism. That is, while 2 is good news forυ, it

8 In Burdett and Vishwanath (1988) this possibility is ruled out assuming that the cost of search is large
insures that only “very” low offers are rejected.
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is “very” bad news forπ , and that causes their order of optimism to be reversed. If t
existed an unbiased prior which was more pessimistic thanπ , the overconfident would
remain overconfident on average. The reason is that the average posterior of the u
belief is a lower bound for the average posterior ofπ . Since the unbiased prior remai
unbiased on average, the overconfident remains overconfident. The following prop
is a generalization of the previous argument.

Proposition 6. Fix any prior π such that there exists an unbiased belief which is ei
more optimistic or more pessimistic thanπ . If π is overconfident,

mπ �E℘[mB(ωt−1,π)] �E℘[mB(ωt,π)] � f

for all t , and conversely ifπ is underconfident.

Proposition 6 states that, for overconfident priors for which there is a more pessi
unbiased belief, the true average posteriors decrease but never fall below the truth
decrease because updating is, essentially, averaging priors and the information r
and offers are generated by a distribution that is lower than beliefs in first-order stoc
sense. The overconfident beliefs do not fall below the truth because they are bounde
below by the unbiased priors which are martingale.

A corollary of Proposition 6 is that beliefs are martingale for unbiased priors. That i
agent’s true average beliefs about the distribution that generates the offers do not
over time. This is not the usual “beliefs are martingale” claim of the literature on lea
as, for example, in Kalai and Lehrer (1993). In that literature, the relevant distrib
with respect to which the expectation is taken ismπ . Hence, in that context, “beliefs a
martingale” means that one cannot expect any change in his beliefs. Here, the distr
with respect to which the expectation is taken, is the true measuref . Thus, the result is a
statement about the true, and not subjective, evolution of beliefs.

6. Concluding remarks

One can apply the results on behavior and evolution of beliefs to obtain a te
implication of overconfidence. Suppose that the search problem was to be repe
number of times, called spells, and that each problem were solved myopically. In ad
following Proposition 6, suppose that the overconfident’s prior at the beginning of to
spell is dominated by his beliefs at the start of the last spell. Then, Proposition 2 in
that the expected search times decrease from spell to spell. On the other hand, an an
construction for unbiased searchers yields constant spell lengths. Hence, one m
able to test whether people are overconfident through the analysis of search beha
unemployed workers. This is very important, since it has been argued that most “evid
for overconfidence comes from experimental and psychological evidence, and no
actual economic behavior and data.

There are, at least, four criticisms that have been put forward against this t
overconfidence. The first, and most obvious, is that if one observes search spell
tend to get longer over time, so that one could conclude that what is pervas
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underconfidence. The problem with this criticism is that it fails to take into accoun
fact that the observation of search spells does not control for age. To be clear, supp
search spells tend to get longer with age, conditional on the number of search spells
were the case, one would observe longer search spells only because of the age facto
for example, the NLSY data, one can control for age, and get the “pure” belief e
A similar comment applies to the criticism that spells might be getting shorter be
older searchers have larger families to support, and hence hit their budget cons
earlier. In this case too, the NLSY data has information on family sizes, so family
can also be controlled for, just as age can.

A second criticism that has been put forward is that by just observing search spe
cannot rule out that spells are getting longer due to the fact that employers could be le
about the quality of workers (see Berkovitch, 1990). According to this theory, a firm
hires a worker gets to know his quality, and bad workers are fired more often. A
worker who is likely to be of bad quality, receives low offers, and thus has shorter s
spells. Therefore, one more search spell in somebody’s vita would indicate lower q
and thus induce a shorter search spell. So this theory also predicts shortening searc
This factor can be controlled for by carrying out the proposed test only among blue-
workers where the complete past search history cannot always be observed by emp

A third criticism that might arise is that searchers could be learning how to s
over time, thus leading to shorter search spells. This hypothesis should then l
the observation of constant, or increasing, accepted wages over time. If individua
overconfident, however, accepted offers should tend to decline, so that one can
theories apart.

A fourth and last objection to the proposed test is that it is possible that search
are getting shorter spell by spell, not because searchers are learning about the m
the wage offer distribution, but about its variance. If more dispersed beliefs lead to l
search spells, as is usually the case, learning about the distribution would lower the
spells. At present I do not know how would one control for this last factor.

The results on welfare also suggest that one can build models where the pervas
of overconfidence is the consequence of evolutionary selection. In pre-agricu
societies subsistence depended on search activities, such as hunting and gatherin
if overconfident searchers were better off than unbiased searchers, and that favor
reproduction, their progeny should tend to be overconfident.

An important technical open problem is whether the definition of optimism give
this paper is also necessary in dynamic problems of any kind. It can be easily s
that if π � υ, thenEπ(u(w1, . . . ,wt )) � Eυ(u(w1, . . . ,wt )) for anyu that is increasing
in wi (the wage received in periodi) for all i. The question is then whetherπ � υ

is also a necessary condition. Müller and Stoyan (2002, Theorem 3.3.4) prov
Eπ(u(w1, . . . ,wt )) � Eυ(u(w1, . . . ,wt )) for all increasingu if and only if π assigns
a higher probability to all sets such that ifw is in the set, everyz � w is also in the
set. The problem with this condition is that it is very hard to check, so a characteriz
of optimism in terms of the marginals of the beliefs, such as the one given in this p
would be very useful.

In closing, I note that all the results of this paper, except those on welfare, c
easily extended to the case of arbitraryW ⊂ R. Also, all of this paper can be extend
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to the case where the individual can choose a search effort that affects his chan
receiving an offer. To understand why this is so, one must only note that the model
paper can be thought of as the model with search effort, when a particular seque
search efforts has been chosen. One then needs to optimize with respect to the s
of search efforts. The results on behavior of this paper extend to that setting beca
was argued in the previous section, the definition of optimism given in this paper y
the correct comparative statics in a wide variety of contexts. The results about the w
implications of overconfidence also extend to the model with search effort becau
basic force behind those results is also present in the more general model: beliefs
decrease over time so that unbiased searchers stop sampling before they should,
slightly overconfident individuals make this kind of mistake less often.
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Appendix

Measuresµn overX converge weaklyto µ, denotedµn ⇒ µ, iff
∫
y(x)µn(dx) →∫

y(x)µ(dx) for all y ∈ C(X). For µ ∈ P(X) and measurableh :X → R, define
µh−1(C) = µ(h−1(C)) for all measurableC. The following is a corollary to Billingsley
(1968, Theorem 5.5).

Lemma 7. Let {µn}, µ ∈ P(X), h :X → R be continuous andhn :X → R converge
uniformly toh asn→ ∞. Then,µn ⇒ µ impliesµnh−1

n ⇒ µh−1.

Lemma 8. B(w, ·) :P 2(W)→ P 2(W) is continuous.

Proof. Fix anyy ∈ C(P(W)). I have to show thatπn ⇒ π implies
∫

P(W)

hn(g)πn(dg)≡
∫

P(W)

y(g)g(w)

mπn(w)
πn(dg)→

∫
P(W)

y(g)g(w)

mπ(w)
π(dg)

≡
∫

P(W)

h(g)π(dg).

The rangern of eachhn is bounded. Then, since
∫
P(W) hn(g)πn(dg)=

∫
rn yπnh

−1
n (dy),

it suffices to show thatπnh−1
n ⇒ πh−1. Sincehn converges uniformly toh, continuity ofh

and Lemma 7 will complete the proof.
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By finiteness ofW , for arbitrarywi , gn ⇒ g implies gn(wi) → g(wi). This, and
continuity ofy guarantee that|y(gn)gn(w)−y(g)g(w)| → 0. Noting that|h(gn)−h(g)| =
|y(gn)gn(w)− y(g)g(w)|[mπ(w)]−1 completes the proof. ✷
Lemma 9. For {πn}∞1 , π ∈ P 2(W),∫

W

y
(
B(w,πn),w

)
mπn[dw] →

∫
W

y
(
B(w,π),w

)
mπ [dw]

if y ∈ C(S) andπn ⇒ π .

Proof. Lemma 8 and finiteness ofW guarantee thathn(w) ≡ y(B(w,πn),w) converges
uniformly inw to h(w)≡ y(B(w,π),w). In addition,mπn ⇒mπ , so Lemma 7 complete
the proof. ✷
Proof of Lemma 1. Proofs of continuity when search has stopped and of bo
edness are trivial and will be omitted. Assumeπn ⇒ π . Since

∫
S
y(s)Cπn [ds] =∫

W y(B(w,πn),w)mπn [dw], Lemma 9 completes the proof.✷
Using continuity ofv, we obtain the following trivial corollary.

Corollary 10. V :P 2(W)→ P 2(W) is continuous.

Lemma 11. Assume thatπ � υ and that eitherπ or υ is monotonic. Then, for allt and
ω ∈Ω , V (B(ωt ,π))� V (B(ωt , υ)).

Proof. I will say that y ∈ C(S) is non-decreasing ify(π,w) � y(υ,w) whenever
π � υ and either π or υ is monotonic. LetN(S) ⊂ C(S) be the set of non
decreasing functions onS. SinceK mapsN(S) into itself andN(S) is closed, the
value functionv is non-decreasing. Ifυ is monotonic,V (π)�

∫
v[B(w,υ),w]mπ(dw)�

VT (υ). The first inequality follows from non-decreasingness ofv andπ � υ. The second
becausev[B(w,υ),w] is non-decreasing inw for monotonic priors. The result follow
because monotonicity and� are preserved by updating. For monotonicπ the proof is
symmetric. ✷
Proof of Proposition 2. Let ρ be as in the definition of optimism. Given the optim
policy,V (B(ωt ,π))� V (B(ωt , ρ))� V (B(ωt , υ)) for all t andω ∈Ω will complete the
proof. The result then follows from Lemma 11.✷
Proof of Lemma 3. Given thatw2 > δV (π), in the first period, search continu
only if the first draw isw1. Since priors are monotonic andmπ = Emπ [mB(w,π)],
π � B(w1,π). Sinceπ � B(w1,π) and both are monotonic, Lemma 11 insures t
δV (π)� δV (B(w1,π)). Then,w2> δV (π)� δV (B(w1,π)). Hence, in period 2, searc
continues only ifw1 occurs. Again,B(w1,π) � B(w1,w1,π), so δV (B(w1,π)) �
δV (B(w1,w1,π)). Continuing in this manner, the result follows.✷
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Lemma 12. For any Dirichlet π = (π1,π2, . . . , πn), w1 = δV (π) implies V (π) =∫
wmπ(dw).

Proof. Sincew1> δV (B(w1,π)) implies thatV (π)= ∫
wmπ(dw), it will suffice to show

that V (π) > V (B(w1,π)). Then, V (π) �
∫

max{w,δV (B((w1,w1),π))}mπ(dw) >
V (B(w1,π)). The first inequality follows fromB(w,π)� B((w1,w1),π) and Lemma 11
The second, since max{w,δV (B((w1,w1),π))} is strictly increasing andπ > B(w1,π).✷
Proof of Proposition 4. Trivially, for any f there existsδ̄ such that for allδ̄ > δ,
w2> δV (υ

0). Then, (ii) follows directly from Theorem 2, Lemma 13, and Lemma 3.
To prove (i), I will find Dirichlet priors for unbiased and overconfident searchers.

s > 0, letυs be a Dirichlet prior with parameter(f1/s, f2/s, . . . , fn/s). For smallγ > 0,
let fγ ∈ P(W) be defined byfγ = (f1 − γ,f2 + γ, . . . , fn) and letαγ be degenerat
in fγ . For all γ > 0, V (αγ ) > V (υ0), so continuity ofV guarantees that for small̄γ ,
δV (αγ̄ ) ∈ (δV (υ0),w2). Defineπ0 ≡ αγ̄ and, fors > 0, letπs be a Dirichlet prior with
parameter((f1 − γ̄ )/s, (f2 + γ̄ )/s, . . . , fn/s). Then, continuity ofB and ofV guarantees
that there exists anS such that for alls < S, δV (B(w2,π

s)) ∈ (δV (υ0),w2). Hence, for
all s < S, πs satisfies the conditions of Lemma 3. This implies thatπs will never reject an
offer that he should not. Thus, for allt , all ω ands < S, δV (B(ωt ,πs))� δV (B(ωt , υs)).
To show that being overconfident is strictly better off than being unbiased, it suffic
prove that for some history with positive probability, the searcher with priorsυs accepts
w1 and withπs rejects it.

Letwt1 denote a sequence oft draws ofw1. Then, for allt , ℘{ω: ωt =wt1}> 0. It will
suffice to show that for somes and somet , δV (B(wt1, υ

s))�w1< δV (B(w
t
1,π

s)).
Fix s1 < S. Since, fort large enough,B(wt1, υ

s1) is close to a degenerate belief
a distribution that is degenerate inw1, continuity of V implies δV (B(wt1, υ

s1)) < w1.
Then, δV (B(wt1, υ

0)) > w1 and continuity of V and B guarantees that for som
s2 < s1, δV (B(wt1, υ

s2)) = w1. Then, by Lemma 12,w1/δ = ∫
wmB(wt1,υ

s2)(dw) <∫
wmB(wt1,π

s2)(dw) � V (B(wt1,π
s2)). Letting π = πs2 and υ = υs2 completes the

proof. ✷
For eachr ∈ [0,1], let rx denote the true value following the policy “in timet , if in

the dyadic expansion ofr the t th element is 1, acceptw iff w � x; if the t th element is 0
acceptw iff w > x.” If r has two expansions, the choice between them is irrelevant.

Lemma 13. For degenerateπ0 ∈ P 2(W), V ℘ is continuous atπ0 iff 0δV (π0) = 1δV (π0).

Proof. I will first show sufficiency. Assume that 1δV (π0) = 0δV (π0). It is easy to see, b
induction, that for allT , that if q, r ∈ [0,1] have a constant string of 0 or 1’s afterT ,
qδV (π0) = rδV (π0). By continuity ofV , for fixed γ > 0 andT <∞, I can chooseε > 0
so that for allπ ∈ Nε(π0), all t � T and ω ∈ Ω , V (B(ωt ,π)) ∈ Nγ (V (π0)). Then,
for everyω ∈ Ω there exists somer(ω) ∈ [0,1] with 1δV (π0) = r(ω)δV (π0), such that
the choices made by a searcher with priorπ who follows the optimal strategy are th
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same as those dictated byr(ω) for t � T . Note that for allω andω′, the r ’s chosen are
such thatr(ω)δV (π0) = r(ω′)δV (π0) = 1δV (π0) ≡ rδV (π0). Then, I get|V ℘(π0)−V ℘(π)| =
|rδV (π0)−V ℘(π)| � δT wn. Noting thatT was arbitrary completes the proof of sufficien

Assume 1δV (π0) �= 0δV (π0) and letπ0 be degenerate in(q1, q2, . . . , qn) ∈ P(W). Since
qi = δV (π0) for some i < n, let πs be degenerate in(q1, . . . , qi − εs, . . . , qn + εs)

for εs ↓ 0. Then, for all s, V (πs) > V (π0) and for larges, |V ℘(π0) − V ℘(πs)| =
|1δV (π0) − 0δV (π0)| �= 0. ✷
Proof of Proposition 5. {V (υ0),V (π0)} ∩ {w: f (w) > 0} = φ insures that the conditio
for Lemma 13 is met, soV ℘ is continuous both atπ0 andυ0. ✷
Proof of Proposition 6. The part of overconfidence will be proved by inductio
The other is analogous and will be omitted. Monotonicity andmπ � f guaran-
tee that

∫
W

∫ x
−∞mB(w,π)(dt)mπ(dw) �

∫
W

∫ x
−∞mB(w,π)(dt)f (dw) and thus,mπ �

Ef [mB(w,π)]. By assumption, there existsυ such that
∫
mB(w,π)f (dw)�

∫
mB(w,υ)f (dw)

= ∫
mB(w,υ)mυ(dw)=mυ = f .

AssumingE℘[mB(ωt−1,π)] � f , EE℘ [m
B(ωt−1,π)][mB(ωt,π)] = E℘[mB(ωt−1,π)] and mo-

notonicity, guarantees thatE℘[mB(ωt−1,π)] � E℘[mB(ωt ,π)]. Finally, for unbiasedυ with
π � υ, E℘[mB(ωt,π)] �E℘[mB(ωt,υ)] = f . ✷
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