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PREFACE

HIS THIRD EDITION continues a happy collaboration between us that began

nearly twenty years ago when the field of law and economics was very new.
In the course of those twenty years there has been a great blossoming of the sub-
ject, which had attracted us both away from our scholarship in more traditional
economics subjects. Today almost no one receives a legal education in the United
States without significant exposure to law and economics. Most students may not
have taken an entire course in the subject, but they will have been repeatedly ex-
posed to law and economics in their core law classes. One simply cannot study
contract law, for example, without beginning from the notion of efficient breach
of contract — afi essentially economic concept. Property law — one of the most
traditional of the courses in the legal curriculum — also now involves at least pass-
ing knowledge of economic concepts such as risk allocation, Pareto and Kaldor-
Hicks efficient resource allocation, and the Coase theorem. And, increasingly, the
core course in tort law revolves around such economic ideas as the extent to which
tort liability minimizes the social costs of accidents, the manner in which expo-
sure to tort law induces potential injurers to take efficient precaution against harm,
and how the tort liability system can lead to efficient compensation for injury. In
addition, many other standard law-school courses — such as business organiza-
tions, securities regulation, administrative law, environmental law, health law and
policy, remedies, and constitutional law — contain significant elements of eco-
nomic analysis. If someone had predicted twenty years ago that law and econom-
ics would become a central organizing philosophy in U.S. legal education by the
end of the century, he would have been dismissed as delusional. And yet that pre-
diction has come to pass.

The revolution in legal education wrought by law and economics has pro-
ceeded furthest in the United States, and it has also begun in earnest in the legal
education of other countries. The European edition of this text — geared to the
civil law systems of Western Europe — has appeared. There are large, growing,
and vigorous graduate programs in law and economics in several distinguished
universities in the European Union — such as the Erasmus Program in Law and
Economics centered at the University of Ghent and the University of Hamburg.
During the 1998-1999 academic year the Erasmus Program had students from
27 different countries studying law and economics. There are professional orga-
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nizations of scholars doing law and economics in the United States, Europe, Latin
and South American and the Caribbean, and in East Asia. Spanish, Japanese, -
Chinese, Russian, and French editions of this text have appeared or will soon ap-
pear. Another important indication of the spreading importance of the subject mat-
ter of this book is the new and promising field of law and economic development.
Finally, a look at the publications in the International Review of Law and Eco-
nomics, of which Cooter is an editor, will show that authors from a very wide range
of countries are doing first-rate scholarship in this area. We are confident that
within the next several decades law and economics will become as important in
other legal education and legal systems as it has become in the United States.

We have taken the opportunity of this new edition to make many small and
several substantive changes in the previous edition. In many instances we have
sought to clarify the exposition and to correct small errors, many of which sharp-
eyed readers had brought to our attention. We have added references to new litera-
ture and incorporated some new ideas into the text. Nonetheless, the basic structure
of the book remains unchanged.

There are two important innovations accompanying this third edition. The
first is an instructor’s manual, which we had promised for the second edition but
had not produced. This time we have made good on the promise. The second in-
novation is the introduction of a site on the World Wide Web devoted to materials
related to this text and to law and economics. The Uniform Resource Locator
(URL) for the site is www.cooter-ulen.com. There you will find some additional
material to help in teaching and in learning law and economics. For example, we
have posted edited versions of many cases, with discussion questions, that illus-
trate or extend the text material. We have also included copies of some of our
examinations and problem sets. And we intend to add links to other important law-
and-economics resources. '

The website gives us important flexibility in delivering the text to faculty and
students. It allows us, for instance, to make interim corrections and to cite to and
summarize new literature and new cases that have appeared since the last edition
or that may not be seminal enough to warrant inclusion in the text, but are, none-
theless, sufficiently interesting to warrant comment and thought. .

Our intention is to update the site regularly and to take the comments and sug-
gestions of readers very seriously. As some of the material posted on the site in-
dicates, cyberspace is presenting new challenges for intellectual property law and
for traditional forms of economic organization. It is also presenting increased op-
portunities for educational innovation. We shall be eager to see how the website
helps to make the experience of learning law and economics easier, more thor-
ough, and more enjoyable. We invite your feedback on that issue and any other
having to do with this text. You may contact either of us or the webmaster of the
site, whose e-mail address will be listed at the website.

We continue to be extremely grateful to our colleagues at Boalt Hall of the
University of California, Berkeley, and at the University of Illinois College of Law
for the superb scholarly environments in which we work. Our colleagues there
(and elsewhere) have given us hours of their time to help clarify issues. And in one
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of the great ongoing miracles of the educational enterprise, we continue to learn
much from the students whom we have the pleasure to teach.

It is a daunting but gratifying task to revise one’s work. The daunting aspect
comes from the discovery that, although there are fewer and fewer errors and in-
felicities of expression than there were last time, there are, nonetheless, still im-
perfections. The gratifying aspect comes from being able to get an argument or
explanation to be sharper or more meaningful, if not quite perfect, and to be able
to include much significant new scholarly work from this vibrant field.

We are grateful to the many readers who have sent in comments and sugges-
tions for improvements. In particular, we would like to thank Professor Ian Ayres
of Yale, who endured what was for his co-teacher a delightful semester of teach-
ing this material with Ulen, in the course of which he made many marvelous sug-
gestions. Ian frequently began his lectures with a statement such as this: “Today
we will explore the conceptual errors in the last sections of Chapter 4 of Cooter
and Ulen.” He was usually right, and we are much in his debt for his very kind
help. Professor Ed Sattler of Bradley University took great care in reading through
the second edition and offering extremely useful comments and corrections.

We have also had the great good help of our secretaries and particularly wish
to thank Terri MacFarlane and Sally Cook at Illinois. For their cheerful and timely
efforts, we are extremely grateful. Andrea Shaw and Debra Lally of Addison Wes-
ley Longman and Diane Freed of Diane Freed Publishing have been very, very re-
ceptive to our suggestions and diligent and efficient in bringing this project to
conclusion. ¢

Finally, and most importantly, we thank our families — Blair, Bo, John, and
Joe Cooter, and Julia, Ted, and Tim Ulen — for their continuing support and love.

ROBERT D. COOTER
Berkeley, California

THOMAS S. ULEN
Champaign, Illinois

i

May, 1999



Chapter 1

AN INTRODUCTION
TO LAW AND
ECONOMICS

“For the rational study of the law the black-letter man may be the man of the
present, but the man of the future is the man of statistics and the master of eco-
nomics. . . . We learn that for everything we have to give up something else, and
we are taught to set the advantage we gain against the other advantage we lose,
and to know what we are doing when we elect.”

Oliver Wendell Holmes, The Path of the Law,
10 HARVARD LAW Review 457, 469, 474 (1897)'

“To me the most interesting aspect of the law and economics movement has been
its aspiration to place the study of law on a scientific basis, with coherent theory,
precise hypotheses deduced from the theory, and empirical tests of the hypothe-
ses. Law is a social institution of enormous antiquity and importance, and I can
see no reason why it should not be amenable to scientific study. Economics is the
most advanced of the social sciences, and the legal system contains many paral-
lels to and overlaps with the systems that economists have studied successfully.”

Judge Richard A. Posner, in Michael Faure

and Roger Van den Bergh, eds.,

EssAYsS IN Law AND Economics (1989)

NTIL RECENTLY, LAW confined the use of economics to the areas of anti-
trust law, regulated industries, tax, and the determination of monetary dam-
ages. Law needed economics in these areas to answer such questions as “What is

!Our citation style is a variant of the legal citation style most commonly used in the U.S. Here is what
the citation means: the author of the article from which the quotation was taken is Oliver Wendell
Holmes; the title of the article is “The Path of the Law”; and the article may be found in volume 10
of the Harvard Law Review, which was published in 1897, beginning on page 457. The quoted mate-
rial comes from pages 469 and 474 of that article.

1
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the defendant’s share of the market?”, “Will price controls on automobile insurance
reduce its availability?”, “Who really bears the burden of the capital gains tax?”, and
“How much future income did the children lose because of their mother’s death?”

This limited interaction changed dramatically in the early 1960s when the eco-
nomic analysis of law expanded into the more traditional areas of the law, such as
property, contracts, torts, criminal law and procedure, and constitutional law.2 This
new use of economics in the law asked such questions as, “Will private ownership
of the electromagnetic spectrum encourage its efficient use?”, “What remedy for
breach of contract will cause efficient reliance upon promises?”’, “Do businesses
take the right amount of precaution because the law holds them strictly liable for
injuries to consumers?”, “Will harsher punishments deter violent crime?”, and
“How does bicameralism affect the discretionary power of courts?”

Economics has changed the nature of legal scholarship, the common under-
standing of legal rules and institutions, and even the practice of law. As proof, con-
sider these indicators of the impact of economics on law. By 1990 at least one
economist was on the faculty of each of the top law schools in North America and
some in Western Europe. Joint degree programs (a Ph.D. in economics and a J.D.
in law) exist at many prominent universities. Law reviews publish many articles
using the economic approach, and there are several journals devoted exclusively
to the field.? Recently, an exhaustive study found that articles using the economic
approach are cited in the major American law journals more than articles using
any other approach.* Most law school courses in America now include at least a
brief summary of the economic analysis of law. By the early 1990s, there were
professional organizations in law and economics in Europe, Canada, the United
States, Latin America, and Australia. The field received the highest level of recog-
nition in 1991 and 1992 when consecutive Nobel Memorial Prizes in Economic
Science were awarded to economists who helped to found the economic analysis
of law — Ronald Coase and Gary Becker. Summing this up, Professor Bruce Acker-
man of the Yale Law School described the economic approach to law as “the most
important development in legal scholarship of the twentieth century.”

The new field’s impact extends beyond the universities to the practice of law
and the implementation of public policy. Economics provided the intellectual foun-
dations for the deregulation movement in the 1980s, which resulted in such dra-
matic changes in America as the dissolution of regulatory bodies that set prices and
routes for airlines, trucks, and railroads. In another policy area, a commission cre-
ated by Congress in 1984 to reform criminal sentencing in the federal courts
explicitly used the findings of law and economics to reach some of its results. Fur-

2The modern field is said to have begun with the publication of two landmark articles — Ronald H.
Coase, The Problem of Social Cost, 3 JOURNAL OF Law AND EconoMics 1 (1960) and Guido Cala-
bresi, Some Thoughts on Risk Distribution and the Law of Torts, 70 YALE LAW JOURNAL 499 (1961).

3For example, the JOURNAL OF LAW AND ECONOMICS began in 1958; the JOURNAL OF LEGAL STUDIES
in 1972; and RESEARCH IN Law AND ECONOMICS, the INTERNATIONAL REVIEW OF LAW AND
EconoMics, and the JOURNAL OF Law, ECONOMICS, AND ORGANIZATION in the 1980s.

4William M. Landes and Richard A. Posner, The Influence of Economics on Law: A Quantitative Study,
36 J. Law & EcoNoMics 385 (1993).
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thermore, several prominent law-and-economics scholars have become federal
judges and use economic analysis in their opinions — Associate Justice Stephen
Breyer of the U.S. Supreme Court, Judges Richard A. Posner and Frank Easter-
brook of the U.S. Court of Appeals for the Seventh Circuit, Judge Guido Calabresi
of the U.S. Court of Appeals for the Second Circuit, Judge Douglas Ginsburg and
former Judge Robert Bork of the U.S. Court of Appeals for the D.C. Circuit; and
Judge Alex Kozinski of the U.S. Court of Appeals for the Ninth Circuit.

. WHAT IS THE ECONOMIC ANALYSIS OF LAW?

Why has the economic analysis of law succeeded? Like the rabbit in Australia,
economics found a vacant niche in the “intellectual ecology” of the law and
rapidly filled it. To explain the niche, consider this classical definition of the law:
“A law is an obligation backed by a state sanction.”

Lawmakers and adjudicators often ask, “How will a sanction affect behav-

ior?” For example, if punitive damages are imposed upon the maker of a defective
product, what will happen to the safety and price of the product in the future? Or,
will the amount of crime decrease if third-time offenders are automatically im-
prisoned? Lawyers answered such questions in 1960 in much the same way as they
had in 60 B.C.— by consulting intuition and any available facts.
Economics provided a scientific theory to predict the effects of legal sanc-
tions on behavior. To economists, sanctions look like prices, and presumably,
people respond to these sanctions much as they respond to prices. People respond
to higher prices by consuming less of the more expensive good, so presumably
people respond to heavier legal sanctions by doing less of the sanctioned activity.
Economics has mathematically precise theories (price theory and game theory)
and empirically sound methods (statistics and econometrics) of analyzing the ef-
fects of prices on behavior.

Consider an example. Suppose that a manufacturer knows that his product
will sometimes injure consumers. How safe will he make the product? The answer
depends upon two costs: first, the actual cost of safety, which depends in turn upon
facts about design and manufacture; and the “implicit price” of injuries to con-
sumers imposed through the manufacturer’s legal liability. Liability is a sanction
for injuring others. The producer will need the help of lawyers to estimate this im-
plicit price. After obtaining the needed information, the producer will compare the
cost of safety and the implicit price of accidents. To maximize profits, the pro-
ducer will adjust safety until the actual cost of additional safety equals the implicit
price of additional accidents.

Generalizing, we can say that economics provides a behavioral theory to pre-
dict how people respond to changes in laws. This theory surpasses intuition, just
as science surpasses common sense.

In addition to a scientific theory of behavior, economics provides a useful
normative standard for evaluating law and policy. Laws are not just arcane techni-
cal arguments; they are instruments for achieving important social goals. In order
to know the effects of laws on those goals, judges and other lawmakers must have
a method of evaluating laws’ effects on important social values. Economics
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predicts the effects of policies on efficiency. Efficiency is always relevant to policy-
making, because it is always better to achieve any given policy at lower cost than
at higher cost. Public officials never advocate wasting money.

Besides efficiency, economics predicts the effects of policies on another im-
portant value: distribution. Among the earliest applications of economics to pub-
lic policy was its use to predict who really bears the burden of alternative taxes.
More than other social scientists, economists understand how laws affect the dis-
tribution of income and wealth across classes and groups. While economists often
recommend changes that increase efficiency, they try to avoid taking sides in dis-
putes about distribution, usually leaving recommendations about distribution to
policy-makers or voters.

Il. SOME EXAMPLES

To give you a better idea of what law and economics is about, we turn to some
examples based upon classics in the economic analysis of law. First, we try to iden-
tify the implicit price created by the legal rule in each example. Second, we pre-
dict the consequences of variations in that implicit price. Finally, we evaluate the
effects in terms of efficiency and, where possible, distribution.

Example 1: A commission has been appointed to consider some
reforms of the criminal law. The commission has identified certain white-
collar crimes (such as embezzling money from one’s employer) that are
committed after rational computation of the potential gain and the risk of
getting caught and punished. Currently, those convicted of committing
these crimes are sentenced to a term in prison. After taking extensive testi-
mony, much of it from economists, the commission decides that a monetary
fine, rather than incarceration, is the appropriate punishment for these
offenses. The commission ranks each offense by seriousness and deter-
mines that the fine should increase with the seriousness of the offense,
but by how much?

The economists who testified before the commission persuaded the members
that certain white-collar crimes occur only if the expected gain to the criminal ex-
ceeds the expected cost. The expected cost depends upon two factors: the proba-
bility of being caught and convicted and the magnitude of the punishment. We can
define the expected cost of crime to the criminal as the product of the probability
and the magnitude of the punishment.

Suppose that the probability of punishment decreases by 5% and the magni-
tude of punishment increases by 5%. In that case, the expected cost of crime to the
criminal remains the same. Because of this, the criminal will presumably respond
by committing the same amount of crime. (Later we shall explain the exact con-
ditions for this conclusion to be true.)

So far, we have described the implicit price of a criminal sanction and pre-
dicted its effect on behavior. Now we evaluate the effect with respect to economic
efficiency. When a decrease in the probability of punishment offsets an increase in
the magnitude of punishment, then the expected cost of crime remains the same
for criminals. But the costs of crime to the criminal justice system may change.
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The probability of being caught and convicted depends in large part on the re-
sources devoted to apprehending and prosecuting white-collar criminals — for ex-
ample, on the number and quality of auditors, tax and bank examiners, police,
prosecuting attorneys, and the like. These resources are costly. By contrast, ad-
ministering fines is relatively cheap. These facts imply a prescription for holding
white-collar crime down to any specified level at least cost to the state: invest little
in apprehending and prosecuting offenders, and fine severely those who are appre-
hended. Indeed, it can be shown that the most serious offense should be punished
by the maximum monetary fine that the offender can bear. (Professor Gary Becker
derived this result in a famous paper cited by the Nobel Prize Committee in its
award to him.) Furthermore, it can be shown that incarcerating any criminal — not
just white-collar criminals — is inefficient unless the ability to pay fines has been
completely exhausted. Thus, the commission might recommend very high mone-
tary fines in its schedule of punishments for white-collar offenses. We shall dis-
cuss these findings in much more detail in Chapters 11 and 12.

Example 2: An oil company signs a contract to deliver oil by a certain
date from the Middle East to a European manufacturer. Before the oil is
delivered, war breaks out in the exporting country, so that the oil company
cannot perform the contract as promised. The lack of oil causes the Euro-
pean manufacturer to reduce production and lose profits. The manufac-
turer brings an action (i.e., files a lawsuit) against the oil company for
breach of contract and asks the court to award it a sum of money, called
“damages,” that is equal to the amount of profits the manufacturer wouid
have realized if the oil had been delivered as promised. Unfortunately, the
contract is silent about the risk of.nonperformance in the event of war, so
that the court cannot simply read the contract and resolve the dispute on
the contract’s own terms. In resolving the suit, the court must decide
whether to excuse the oil company from performance on the ground that
the war made the performance “impossible” or to find the oil company in
breach of contract and to require the oil company to compensate the
manufacturer for lost profits.®

For an economist analyzing this case, the crucial point is that the parties failed
10 allocate between themselves the risk of a contingency — in this instance, war —
that has arisen to frustrate performance of the contract. War is a risk of doing busi-
ness in the Middle East, a risk that must be borne by one of the parties to the
contract. Because the contract is silent about the allocation of this risk, the court
must allocate it, and, depending on how the court decides the case, one party or
the other will have to bear the costs of that risk.

What are the consequences of different court rulings on how to allocate the
Joss? If the court excuses the oil company from responsibility for performing
the contract, then the manufacturer is going to bear the losses that arise from the

3For a full discussion of the cases on which this example is based, see Richard Posner and Andrew
Rosenfield, Impossibility and Related Doctrines in Contract Law, 6 JOURNAL OF LEGAL STUDIES 88
(1977).



6 CHAPTER 1 AnIntroduction to Law and Economics

nondelivery of oil. On the other hand, if the court holds the oil company respon-
sible for compensating the European manufacturer for the profits lost because of
the failure to deliver the oil, then the oil company bears the losses that arise from
nondelivery of the oil. Therefore, the way the court decides the case accomplishes
an apportionment of losses between the two parties.

Can economics provide a method for the court to decide which apportionment
is better? From the standpoint of economic efficiency, the court should assign the
loss from nondelivery so as to make future contractual behavior more efficient. A
rule for doing this assigns the losses to the party that could have borne the risk at
less cost.® One way to make risk more bearable is to take precaution against it. The
company doing business in the Middle East is probably in a better position than a
European manufacturer to assess the risk of war in that region and to take precau-
tion against it. For example, the oil company could have arranged for alternative
shipping routes that might not have been blocked by a Middle Eastern war. The oil
company also could have arranged to purchase oil elsewhere in the event of war
in the Middle East.

Because the oil company is better able to bear the risk of war, economic
efficiency requires the court to hold the oil company liable for breach of contract
and, therefore, make it responsible for paying for the European manufacturer’s lost
profits due to nonperformance. This conclusion is consistent with the outcome of
some actual cases that arose as a consequence of the 1967 war in the Middle East.
Notice that these beneficial effects of the court’s general rule extend beyond the
market for oil to include all contracts where performance might be impossible. We
shall consider the principles underlying this example in detail in Chapters 6 and 7.

Example 3: £ddie’s Electric Company emits smoke, which dirties the
wash hanging at nearby Lucille’s Laundry. Eddie’s can abate the poliution
by installing scrubbers on its stacks, and Lucille’s can reduce the damage
by installing filters on its ventilation system. The installation of scrubbers by
Eddie’s or filters by Lucille’s completely eliminates pollution or the damage
from it. Installing filters is cheaper than installing scrubbers. No one else is
affected by pollution because Eddie’s and Lucille’s are near to each other
and far from anyone else. Lucille’s initiates court proceedings to have
Eddie’s declared to be a “nuisance.” If the action succeeds, the court will
order Eddie’s to abate its pollution. Otherwise, the court will not intervene
in the dispute.

First, assume that Eddie’s and Lucille’s cannot bargain together or cooperate.
If Lucille’s wins the action and the court orders Eddie’s to abate the pollution, Ed-
die’s will have to install scrubbers, thus reducing its profits. However, if Lucille’s
loses the action, then Lucille’s will have to install filters, thus reducing its profits.
We assume that installing filters is the cheaper of the two ways to eliminate the
damage from pollution. Consequently, it is efficient for Lucille’s to lose the action.

$We assume in this example that the entire loss from nonperformance must be allocated by the court
to one of the parties. Alternatively, the court might divide the loss between the parties.
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Now, consider how the analysis changes if Eddie’s and Lucille’s can bargain
“together and cooperate. Their joint profits (the sum of the profits of Eddie’s and
Laicille’s) will be higher if they choose the cheaper means of eliminating the harm
from poilution. When their joint profits are higher, they can divide the gain be-
tween them in order to make both of them better off. The cheaper means is also
the efficient means. As a result, efficiency is achieved in this example when
Lucille’s and Eddie’s bargain together and cooperate, regardless of the rule of law.
{Ronald Coase derived this result in a famous paper cited by the Nobel Prize
Committee when he received the award.)

. WHY SHOULD LAWYERS STUDY ECONOMICS?
WHY SHOULD ECONOMISTS STUDY LAW?

The economic analysis of law is an interdisciplinary subject that brings to-
gether two great fields of study and facilitates a greater understanding of both.
- Beonomics helps us to perceive law in a new way, one that is extremely useful to

luwyers and to anyone interested in issues of public policy. You probably are al-
ready accustomed to thinking of rules of law as tools for justice. Indeed, many
people view the law only in its role as a provider of justice. This book will teach you
to view laws as incentives for changing behavior (implicit prices) and as instru-
ments for policy objectives (efficiency and distribution).
While our main focus will be on what economics can bring to the law, we
shall also find that law brings something to economics. Economic analysis often
- takes for granted such legal institutions as property and contract, which dramati-
cally affect the economy. For example, the absence of secure property and reliable
contracts paralyzes the economies of some nations in Eastern Europe and the third
world. As another illustration, differences in laws cause capital markets to be or-
gunized very differently in Japan, Germany, and the United States, and these dif-
ferences can contribute to differences in those countries’ economic performance.
Besides substance, economists can learn techniques from lawyers. Lawyers
spend much of their time trying to resolve practical problems, and the techniques
of legal analysis have been shaped by this devotion to practice. The outcome of a
¢ase often turns upon the labels used to describe the facts, so law students learn
sensitivity to verbal distinctions. These verbal distinctions, which sometimes strike
nonlawyers as sophistry, are based on subtle but important facts that economists
have ignored. To illustrate, economists frequently extol the virtues of voluntary
exchange, but economics does not have a detailed account of what it means for
exchange to be voluntary. As we shall see, contract law has a complex, well-
nrticulated theory of volition. If economists will listen to what the law has to teach
them, they will find their models being drawn closer to reality.

+

IV. THE PLAN OF THIS BOOK

The benefits of interdisciplinary study can be had only at a cost: lawyers must
learn some economics, and economists must learn something about the law. We ask
the reader to incur this cost in the next two chapters. Chapter 2 is a brief review of
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microeconomic theory. If you are familiar with that theory, then you can read the
material quickly as a review or skim the headings for topics that you may not have
covered in your study of microeconomic theory. As a check on whether you need
to spend some more time in Chapter 2, you might try the problems at the end of
the chapter.

Chapter 3 is an introduction to the law and the legal process. This material
will be essential reading for those who have had no formal legal training. We try
to show in that chapter how the legal system works, how the U.S. legal system is
different from those in the rest of the world, and what counts as “law.”

Chapter 4 begins the substantive treatment of the law from an economic view-
point. The chapters on substantive legal issues are arranged in pairs (with the ex-
ception of Chapter 10 on the legal process). Chapters 4 and S5 will focus on
property law; Chapters 6 and 7, on contract law; Chapters 8 and 9, on tort law; and
Chapter 10, on the rules of civil procedure. The first chapter of the pair begins with
a brief summary of the elements of that area of the law and the remainder of that
chapter develops the economic analysis of it; Chapters 11 and 12 are on criminal
law. The second chapter of each pair then extends the core economic theory to a
series of topics. To illustrate, Chapter 8 develops an economic theory of tort lia-
bility, and Chapter 9 extends the theory and applies it to special problems that arise
in connection with automobiles, medical practice, and accidents caused by com-
mercial products. Chapters 4 through 10 deal with areas that are sometimes re-
ferred to as private law, because the plaintiff and defendant are typically private
persons.

Chapters 11 and 12 deal with a public law issue — criminal law — in which
the state is the prosecutor and statutes are the controlling law.
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nomics is growing so rapidly that significant additions to the literature occur every
month. The Legal Periodicals Index and the Journal of Economic Literature con-
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Chapter 2

A REVIEW OF
MICROECONOMIC
THEORY

RIS E AT o AL I L 5T e 4R L L S ST O AN LT S 6 B S i S

“Practical men, who believe themselves to be quite exempt from any intellectual
influences, are usually the slaves of some defunct economist. . . . It is ideas, not
vested interests, which are dangerous for good or evil.”
John Maynard Keynes, THE GENERAL THEORY OF
EMPLOYMENT, INTEREST, AND MONEY (1936)

“Economics Is the science which studies human behavior as a relationship be-
tween ends and scarce means which have alternative uses.”
Lionel Charles Robbins, Lord Robbins,
AN ESsAY ON THE NATURE AND SIGNIFICANCE OF
EcoNomMmIC SCIENCE (1932)

- HE ECONOMIC ANALYSIS of law draws upon the principles of microeconomic

= theory, which we review in this chapter. For those of you who have not stud-
ied that branch of economics, reading this chapter will prove challenging but es-
sential for understanding the remainder of the book. For those who have already
mastered microeconomic theory, reading this chapter is unnecessary. For those
readers who are somewhere in between these extremes, we suggest that you begin
reading this chapter, skimming what is familiar and studying carefully what is un-
familiar. If you’re not sure where you lie on this spectrum of knowledge, turn to
the questions at the end of the chapter. If you have difficulty answering them, per-
haps you should study this chapter carefully before going on.

I. OVERVIEW: THE STRUCTURE
OF MICROECONOMIC THEORY

Microeconomics concerns decision-making by small groups, such as individ-
uals, families, clubs, firms, and governmental agencies. In this chapter we shall
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develop the basic tools of microeconomics that Wwe use in subsequent chapters to
analyze legal rules and institutions.

Microeconomics is frequently defined as the study of how scarce resources
are allocated among competing ends. Should you buy that digital audio tape player
you’d like, or should you buy a dapper interview suit for your job interview?
Should you take a trip with some friends this weekend or study at home? Because
you have limited income and time, you have to make choices. Microeconomic the-
ory offers a general theory about how people make such decisions.

We divide our study of microeconomics into five sections. The first is the the-
ory of consumer choice and demand. This theory describes how the typical con-
sumer, constrained by a limited income, chooses among the many goods and
services offered for sale.

The second section deals with the choices made by business organizations or
firms. We shall develop a model of the firm that helps us to see how the firm de-
cides what goods and services to produce, how much to produce, and at what price
to sell its output.

In the third section, we shall consider how consumers and firms interact. By
combining the theory of the consumer and the firm, we shall explain how the de-
cisions of consumers and firms are coordinated through movements in market
price. Eventually, the decisions of consumers and firms must be made consistent
in the sense that somehow the two sides agree about the quantity and price of the
good or service that will be produced and consumed. When these consumption
and production decisions are consistent in this sense, we say that the market is in
equilibrium. We shall see that powerful forces propel markets toward equilibrium,
so that attempts to divert the market from its path are frequently ineffectual or
harmful.

The fourth section of microeconomic theory describes the supply and de-
mand for inputs into the productive process. These inputs include labor, capital,
land, and managerial talent; more generally, inputs are all the things that firms
must acquire in order to produce the goods and services that consumers or other
firms wish to purchase.

The final section of microeconomics deals with the area known as welfare
economics. There we shall discuss the organization of markets and how they
achieve efficiency.

These topics constitute the core of our review of microeconomic theory.
There are two additional topics that do not fit neatly into the sections noted
above, but we think you should know about them in order to understand the eco-
nomic analysis of legal rules and institutions. These are game theory and the
economic theory of decision-making under uncertainty. We shall cover these
two topics in the final sections of this chapter.

Il. SOME FUNDAMENTAL CONCEPTS: MAXIMIZATION,
EQUILIBRIUM, AND EFFICIENCY

Economists usually assume that each economic actor maximizes something:
consumers maximize utility (i.e., happiness or satisfaction); firms maximize
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profits, politicians maximize votes, bureaucracies maximize revenues, charities
maximize social welfare, and so forth. Economists often say that models assuming
maximizing behavior work because most people are rational, and rationality re-
quires maximization. Different people want different things, such as wealth,
power, fame, love, happiness, and so on. The alternatives faced by an economic
decision-maker give her different amounts of what she wants. One conception of
rationality holds that a rational actor can rank alternatives according to the extent
that they give her what she wants. In practice, the alternatives available to the ac-
tor are constrained. For example, a rational consumer can rank alternative bundles
of consumer goods, and the consumer’s budget constrains her choice among them.
A rational consumer should choose the best alternative that the constraints allow.

Choosing the best alternative that the constraints allow can be described
mathematically as maximizing. To see why, consider that the real numbers can be
ranked from small to large, just as the rational consumer ranks alternatives ac-
cording to the extent that they give her what she wants. Consequently, better al-
ternatives can be associated with larger numbers. Economists call this association
a “utility function.” Furthermore, the constraint on choice can usually be ex-
pressed mathematically as a “feasibility constraint.” Choosing the best alternative
that the constraints allow corresponds to maximizing the utility function subject
to the feasibility constraint. To illustrate, the consumer who goes shopping is said
to maximize utility subject to her budget constraint.

Turning to the second fundamental concept, there is no habit of thought so
deeply ingrained among economists as the urge to characterize each social phe-
nomenon as an equilibrium in the interaction of maximizing actors. An equilib-
rium is a pattern of interaction that persists unless disturbed by outside forces.
Economists usually assume that interactions tend towards an equilibrium, regard-
less of whether they occur in markets, elections, clubs, games, teams, corpora-
tions, or marriages.

There is a vital connection between maximization and equilibrium in micro-
economic theory. We characterize the behavior of every individual or group as
maximizing something. Maximizing behavior tends to push these individuals and
groups towards a point of rest, an equilibrium. They certainly do not intend for an
equilibrium to result; instead, they simply try to maximize whatever it is that is of
interest to them. Nonetheless, the interaction of maximizing agents usually results
in an equilibrium.

A stable equilibrium is one that will not change unless outside forces inter-
vene. To illustrate, the snowpack in a mountain valley is in stable equilibrium,
whereas the snowpack on the mountain’s peak may be in unstable equilibrium. An
interaction headed towards a stable equilibrium actually reaches this destination
unless outside forces divert it. In social life, outside forces often intervene before
an interaction reaches equilibrium. Nevertheless, an equilibrium analysis makes
sense. The simplest interaction to analyze is one that does not change. Tracing out
the entire path of change is far more difficult. Advanced microeconomic theories
of growth, cycles, and disequilibria exist, but we shall not need them in this book.
The comparison of equilibria, called comparative statics, will be our basic
approach.
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Turning to the third fundamental concept, economists have several distinct
definitions of efficiency. A production process is said to be productively efficient
if either of two conditions holds:

L. it is not possible to produce the same amount of output using a
lower-cost combination of inputs, or

2. it is not possible to produce more output using the same combina-
tion of inputs.

Consider a firm that uses labor and machinery to produce a consumer good
called a “widget.” Suppose that the firm currently produces 100 widgets per week
using 10 workers and 15 machines. The firm is productively efficient if

1. itis not possible to produce 100 widgets per week by using 10 work-
ers and fewer than 15 machines, or by using 15 machines and fewer
than 10 workers, or

2. it is not possible to produce more than 100 widgets per week from
the combination of 10 workers and 15 machines.

The other kind of efficiency, called Pareto efficiency after its inventor,' con-
cerns the satisfaction of individual preferences. A particular situation is said to be
FPareto efficient if it is impossible to change it 5o as to make at least one person bet-
ter off (in his own estimation) without making another person worse off (again, in
his own estimation). For simplicity’s sake, assume that there are only two con-
sumers, Smith and Jones, and two goods, umbrellas and bread. Initially, the goods
are distributed between them. Is the allocation Pareto efficient? Yes, if it is im-
possible to reallocate the bread and umbrellas so as to make either Smith or Jones
better off without making the other person worse off.

These three basic concepts — maximization, equilibrium, and efficiency —
are fundamental to explaining economic behavior, especially in decentralized in-
stitutions, like markets that involve the coordinated interaction of many different
people. Nonetheless, some lawyers who are critical of the economic analysis of
law are doubtful that these concepts are really useful in explaining important so-
cial phenomena. They ask, “Why stress equilibria instead of change? Isn’t it bet-
ter to base predictions upon the psychology of choice rather than to prescribe
rationality?” While these criticisms sometimes have merit, the fact remains that
the three basic economic concepts have wide application to law.

lIl. MATHEMATICAL TOOLS

You may have been anxious about the amount of mathematics that you will
find in this book. There is not much. We use simple algebra and graphs.

'Vilfredo Pareto was an Italian political scientist and economist who wrote at the turn of the twentieth
century.

*There is another efficiency concept — a potential Pareto improvement of Kaldor-Hicks efficiency —
that we describe in §1x.c that follows.
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A. Functions

Economics is rife with functions: production functions, utility functions, cost
functions, social welfare functions, and others. A Junction is a relationship be-
tween two sets of numbers such that for each number in one set, there corresponds
exactly one number in the other set. To illustrate, the columns below correspond
to a functional relationship between the numbers in the left-hand column and
those in the right-hand column. Thus, the number 4 in the x-column below corre-
sponds to the number 10 in the y-column.

In fact, notice that each number in the x-column corresponds to exactly one
number in the y-column. Thus, we can say that the variable y is a function of the
variable x, or in the most common form of notation

y =45
This is read as “y is a function of x” or “y equals some f of x.”

Y-column x-column

2
3
10
10
12
7 1

NOANEOwW

Note that the number 4 is not the only number in the x-column that corre-
sponds to the number 10 in the y-column; the number 6 also corresponds to the
number 10. In this table, for a given value of x, there corresponds one value of y,
but for some values of y, there corresponds more than one value of x. A value of x
determines an exact value of y, whereas a value of 2y does not determine an exact
value of x. Thus, iny = f(x), yis called the dependent variable, because it depends
on the value of x, and x is called the independent variable. Because y depends upon
x in this table, y is a function of x, but because x does not (to our knowledge) de-
pend for its values on y, x is not a function of y.

Now suppose that there is another dependent variable, named z, that also de-
pends upon x. The function relating z to x might be named g:

z=g(x).

When there are two functions, g(x) and fix), with different dependent vari-
ables, z and y, remembering which function goes with which variable can be hard.
To avoid this difficulty, the same name is often given to a function and the variable
determined by it. Following this strategy, the preceding functions would be re-
named as follows:



14 CHAPTER 2 A Review of Microeconomic Theory

Yy=fx) =y =y

7= g(x) =z = z(x)

Sometimes an abstract function will be discussed without ever specifying the
exact numbers that belong to it. For example, the reader might be told that yisa
function of x, and never be told exactly which values of y correspond to which val-
ues of x. The point then is simply to make the general statement that y depends
upon x but in an as-yet unspecified way. If exact numbers are given, they may be
listed in a table, as we have seen. Another way of showing the relationship be-
tween a dependent and an independent variable is to give an exact equation. For
example, a function z = z(x) might be given the exact form

2=z(x) =5+ x/2,

which states that the function z matches values of x with values of z equal to five
plus one-half of whatever value x takes. The table below gives the values of z as-
sociated with several different values of x:

z-column x-column
6.5 3
12.5 15
8.0 6
6.0 2
9.5 9

A function can relate a dependent variable (there is always just one of them
to a function) to more than one independent variable. If we write y = h(x,z), we
are saying that the function 4 matches one value of the dependent variable y to
every pair of values of the independent variables x and z. This function might have
the specific form

y=hxz)= —-3x+z,

according to which y decreases by 3 units when x increases by 1 unit, and y in-
creases by 1 unit when z increases by 1 unit.

B. Graphs

We can improve the intuitive understanding of a functional relationship by
graphing it so that it can be visualized. In a graph, values of the independent vari-
able are usually read off the horizontal axis, and values of the dependent variable
are usually read off the vertical axis. Each point in the grid of lines corresponds to
a pair of values for the variables. For an example, see Figure 2.1. The upward-
sloping line on the graph represents all of the pairs of values that satisfy the func-
tion y = 5 + x/2. You can check this by finding a couple of points that ought to
be on the line that corresponds to that function. For example, what if y = 0? What
value should x have? If y = 0, then a little arithmetic will reveal that x should
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Figure 2.1

Graphs of the linear relationships y = 5 + x/2 (with a
positive slope) and'y = 5 — x/2 (with a negative slope).

S 2

15 y=5+x/2
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equal —10. Thus, the pair (0,—10) is a point on the line defined by the function.
What if x = 0? What value will y have? In that case, the second term in the right-
hand side of the equation disappears, so that y = 5. Thus, the pair of values (5, 0)
is a point on the line defined by the function.

The graph of y = 5 + x/2 reveals some things about the relationship between
y and x that we otherwise might not so easily discover. For example, notice that
the line representing the equation slopes upward, or from southwest to northeast.
The positive slope, as it is called, reveals that the relationship between x and y is a
direct one. Thus, as x increases, so does y. And as x decreases, y decreases. Put
more generally, when the independent and dependent variables move in the same
direction, the slope of the graph of their relationship will be positive.

The graph also reveals the strength of this direct relationship by showing
whether small changes in x lead to small or large changes in y. Notice that if x in-
creases by 2 units, y increases by 1 unit. Another way of putting this is to say that
in order to get a 10-unit increase in y, there must be a 20-unit increase in x.3

The opposite of a direct relationship is an inverse relationship. In that sort of
relationship, the dependent and independent variables move in opposite directions.
Thus, if x and y are inversely related, an increase in x (the independent variable)
will lead to a decrease in y. Also, a decrease in x will lead to an increase in y. An
example of an inverse relationship between an independent and a dependent vari-
able is y = 5 — x/2. The graph of this line is also shown in Figure 2.1. Note that
the line is downward-sloping, that is, the line runs from northwest to southeast.

*The slope of the equation we have been dealing with in Figure 2.1 is /4, which is the coefficient of x
in the equation. In fact, in any linear relationship the coefficient of the independent variable gives the
slope of the equation.
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Figure 2.2 . —_—
The graph of a nonlinear relationship, given by the equation
y =x2
y
y =x?
—x X
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QUESTION 2A:  Suppose that the equation were y = 5 + . Show
in a graph like the one in Figure 2.1 what the graph of that equation
would look like. Is the relationship between x and Y direct or inverse? Is
the slope of the new equation greater or less than the slope shown in
Figure 2.1?

Now suppose that the equation were Y =35 — x Show in a graph
like the one in Figure 2.1 what the graph of that equation would look
like. Is the relationship between xand ydirect or inverse? Is the slope of
the new equation positive or negative? Would the slope of the equation
¥ =5 — x/2 be steeper or shallower than that of the oneiny=1>5 — x?

The graph of y = 5 + x/2 in Figure 2.1 also reveals that the relationship be-
tween the variables is linear. This means that when we graph the values of the in-
dependent and dependent variables, the resulting relationship is a straight line.
One of the implications of linearity is that changes in the independent variable
Ccause a constant rate of change in the dependent variable. In terms of Figure 2.1,
if we would like to know the effect on y of doubling the amount of x, it doesn’t mat-
ter whether we investigate that effect when x equals 2 or 3147. The effect on y of
doubling the value of x is proportionally the same, regardless of the value of x.

The alternative to a linear relationship is, of course, a nonlinear relationship.
In general, nonlinear relationships are trickier to deal with than are linear rela-
tionships. They frequently, although not always, are characterized by the inde-
pendent variable’s being raised to a power by an exponent. Examples are y = x?
and y = 5/x*. Figure 2.2 shows a graph of y = x%. Another common nonlinear re-
lationship in economics is given by the example A = xy, where A is a constant. A
graph of that function is given in Figure 2.3,

IV. THE THEORY OF CONSUMER CHOICE
AND DEMAND

The economist’s general theory of how people make choices is referred to as
the theory of rational choice. What it means to make arational choice will emerge
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Figure 2.3 ,
The graph of a nonlinear relationship, A = xy.

in the course of this section of the chapter. In this section we show how that the-
ory explains the consumer’s choice of what goods and services to purchase and in
what amounts.

A. Consumer Preference Orderings

The construction of the economic model of consumer choice begins with an
account of the preferences of consumers. Consumers are assumed to know the
things they like and dislike and to be able to rank the available alternative combina-
tions of goods and services according to their ability to satisfy the consumer’s pref-
erences. This involves no more than ranking the alternatives as better than, worse
than, or equally as good as one another. Indeed, some economists believe that the
conditions they impose on the ordering or ranking of consumer preferences consti-
tute what an economist means by the term “rational.” What are those conditions?
They are that a consumer’s preference ordering or ranking be complete, transitive,
and reflexive. For an ordering to be complete simply means that the consumer be
able to tell us how she ranks all the possible combinations of goods and services.
Suppose that A represents a bundle of certain goods and services and B represents
another bundle of the same goods and services but in different amounts. Complete-
ness requires that the consumer be able to tell us that she prefers A to B, or that she
prefers B to A, or that A and B are equally good (i.e., that the consumer is indif-
ferent between having A and having B). The consumer is nor allowed to say, “I
can’t compare them.”

Reflexivity is an arcane condition on consumer preferences. It means that any
bundle of goods, 4, is at least as good as itself. That condition is so trivially true
that it is difficult to give a justification for its inclusion.

Transitivity means that the preference ordering obeys the following condi-
tion: if bundle A is preferred to bundle B and bundle B is preferred to bundle C,
then it must be the case that A is preferred to C. This also applies to indifference:
if the consumer is indifferent between (i.e., equally prefers) A and B and between
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B and C, then she is also indifferent between A and C. Transitivity precludes the
circularity of individual preferences. That is, transitivity means that it is impos-
sible for A to be preferred to B, B to be preferred to C, and C to be preferred to A.
Most of us would probably feel that someone who had circular preferences was
extremely young or childish or crazy.

QUESTION 2B: Suppose that you have asked James whether he
would like a hamburger or a hot dog for lunch, and he said that he wanted
a hot dog. Five hours later you ask him what he would like for dinner, a
hamburger or a hot dog. James answers, “A hamburger.” Do James’
preferences for hot dogs versus hamburgers obey the conditions above?
Why or why not?

It is important to remember that the preferences of the consumer are subjec-
tive. Different people have different tastes, and these will be reflected in the fact
that they may have very different preference orderings over the same goods and
services. Economists leave to other disciplines, such as psychology and sociology,
the study of the source of these preferences. We take consumer tastes or prefer-
ences as given, or, as €CONOMLists say, as exogenous, which means that they are de-
termined outside the economic system.*

An important consequence of the subjectivity of individual preferences is that
economists have no accepted method for comparing the strength of peoples’ pref-
erences. Suppose that Stan tells us that he prefers bundle A to bundle B, and Hll
tells us that she feels the same way: she also prefers A to B. Is there any way to tell
who would prefer having A more? In the abstract, the answer is, “No, there is not.”
All we have from each consumer is the order of preference, not the strength of
those preferences. The inability to make interpersonal comparisons of well-being
has some important implications for the design and implementation of public pol-
icy, as we shall see in the section on welfare economics.

B. Utility Functions and Indifference Curves

Once a consumer describes what his or her preference ordering is, we may de-
rive a utility function for that consumer. The utility function identifies higher pref-
erences with larger numbers. Suppose that there are only two commodities or
services, x and y, available to a given consumer. If we let u stand for the con-
sumer’s utility, then the function u = u(x,y) describes the utility that the consumer
gets from different combinations of x and y.

A very helpful way of visualizing the consumer’s utility function is by means
of a graph called an indifference map. An example is shown in Figure 2.4. There
we have drawn several indifference curves. Each curve represents all the combi-

*This statement inevitably raises the hackles of those who think that economists ignore one of the most
fundamental aspects of the modern economy, the molding of consumer tastes through advertising. We
do not at all ignore this; we quite readily acknowledge the size and importance of advertising and
other industries devoted to altering consumer tastes. But we hold to the view that economics per se
has nothing to say about how that alteration takes place.
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Figure 2.4
The consumer’s indifference map.

[

nations of x and y that give the consumer the same amount of utility or well-being.
Alternatively, we might say that the consumer’s tastes are such that he is indiffer-
ent among all the combinations of x and y that lie along a given curve — hence the
name indifference curve. Thus, all those combinations of x and y lying along the
indifference curve marked i, give the consumer the same utility. Those combina-
tions lying on the higher indifference curve marked u, give this consumer similar
utility, but this level of utility is higher than that of all those combinations of x and
y lying along indifference curve u,.

The problem of consumer choice arises from the collision of the consumer’s
preferences with obstacles to his or her satisfaction. The obstacles are the con-
straints that force decision-makers to choose among alternatives. There are many
constraints, including time, energy, knowledge, and one’s culture, but foremost
among these is limited income. We can represent the consumer’s income con-
straint or budget line by the line so labeled in Figure 2.5. The area below the line
and the line itself represent all the combinations of x and y that are affordable,
given the consumer’s income, 1.> Presumably, the consumer intends to spend all of
her income on purchases of these two goods and services, so that the combinations
upon which we shall focus are those that are on the budget line itself.

3The equation for the budget line is I = p,x + Py, where p, is the price per unit of x and p, is the price
per unit of y. As an exercise, you might try to rearrange this equation, with y as the dependent vari-
able, in order to show that the slope of the line is negative. When you do so, you will find that the
coefficient of the x-term is equal to — p,/p,. This ratio is referred to by economists as relative price.
You might further want to see if you can show how you would represent the new budget line that
would result from:

1. an increase in income to I', the prices of x and y remaining constant; and
2. a lowering of the price per unit of x, I and the price of y held constant.

Finally, see if you can show that the y-intercept of the budget line is equal to I/p, and the x-inter-
cept is equal to I/p,.



20 CHAPTER 2 A Review of Microeconomic Theory

Figure 2.5
The consumer’s income constraint or budget line.

I=px+py

QUESTION 2¢: In a figure like the one in Figure 2.5 and begin-
ning with a budget line like the one in Figure 2.5, show how you would
draw the new income constraint to reflect the following changes:

1. an increase in the consumer’s income, prices held constant;

2. adecrease in the consumer’s income, prices held constant;

3. a decrease in the price of x income and the price of y held
constant;

4. an increase in the price of y, income and ‘the price of x held
constant.

C. The Consumer’s Optimum

We may now combine the information about the consumer’s tastes given by the
indifference map and the information about the income constraint given by the bud-
get line in order to show what combination of x and y maximizes the consumer’s
utility, subject to the constraint imposed by her income. See Figure 2.6. There the
consumer’s optimum bundle is shown as point M, which contains x* and y*. Of all
the feasible combinations of x and y, that combination gives this consumer the
greatest utility.

D. A Generalization: The Economic Optimum
as Marginal Cost = Marginal Benefit

Because of the central importance of constrained maximization in microeco-
nomic theory, let us take a moment to examine a more general way of character-
izing such a maximum:

$Because we have assumed that the normal indifference curves are convex to the origin, there is a
unique bundle of x and y that maximizes the consumer’s utility. For other shapes of the indifference
curves it is possible that there is more than one bundle that maximizes utility.
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Figure 2.6 .. ,
The consumer’s optimum,

A constrained maximum, or any other economic optimum, can be de-
scribed as a point where marginal cost equals marginal benefit.

Let’s see how this rule characterizes maximizing decisions.” Begin by as-
suming that the decision-maker chooses some initial level of whatever it is he is
interested in maximizing. He then attempts to determine whether that initial level
is his maximum; is that level as good as he can do, given his constraints? He can
answer the question by making very small, what an economist calls marginal,
changes away from that initial level. Suppose that the decision-maker proposes to
increase slightly above his initial level whatever it is he is doing. There will be a
cost associated with this small increase called marginal cost. But there will also
be a benefit of having or doing more of whatever it is that he is attempting to max-
imize. The benefit of this small increase is called marginal benefit. The decision-
maker will perceive himself as doing better at this new level, by comparison to his
initial level, so long as the marginal benefit of the small increase is greater than
the marginal cost of the change. He will continue to make these small, or mar-
ginal, adjustments so long as the marginal benefit exceeds the marginal cost, and
he will stop making changes when the marginal cost of the last change made
equals (or is greater than) the marginal benefit. That level is the decision-maker’s
maximum.

QUESTION 2p:  Suppose that, instead of increasing his level above
the initial choice, the decision-maker first tries decreasing the amount

"This rule could describe equally well an economic optimum where the goal of the decision-maker is
to minimize something. In that case, the optimum would still be the point at which MC = MB, but the
demonstration of the stylized decision-making that got one to that point would be different from that
given in the text.
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of whatever it is he is attempting to maximize. Explain how the compar-
ison of marginal cost and marginal benefit for these decreases is made
and leads the decision-maker to the optimum. (Assume that the initial
level is greater than what will ultimately prove to be the optimum.)

We can characterize the consumer’s income-constrained maximum, M in
Figure 2.6, in terms of the equality of marginal cost and benefit. Small changes in
either direction along the budget line, I, represent a situation in which the con-
sumer spends a dollar less on one good and a dollar more on the other. To measure
the cost and benefit of these marginal changes along the budget line, we use the
notion of small or marginal changes in utility. For example, a dollar less of y can be
purchased, so that this shift causes a loss in utility that we may call the marginal cost
of the budget reallocation. But the dollar previously spent on y can now be spent
on x. More units of x mean greater utility, so that we may call this increase the mar-
ginal benefit of the budget reallocation. Suppose that the consumer is contemplat-
ing spending a dollar less on good y and a dollar more on x. Should she do s0?
Only if the marginal cost (the decrease in utility from one dollar less of ¥)isless than
the marginal benefit (the increase in utility from having one dollar more of x). The
consumer will continue to reallocate dollars away from the purchase of y and to-
ward the purchase of x so long as the process will stop and the consumer’s income-
constrained maximum will be attained when the marginal benefit of the last change
made is equal to the marginal cost. This occurs at the point M in Figure 2.6.

Figure 2.7 applies constrained maximization to reduce the amount of pollu-
tion. Along the vertical axis are dollar amounts. Along the horizontal axis are units
of pollution reduction. At the origin there is no effort to reduce pollution. At the
vertical line labeled “100%,” pollution has been completely eliminated.

The curve labeled MB shows the marginal benefit to society of reducing pol-
lution. We assume that this has been correctly measured to take into account health,
aesthetic, and all other benefits that accrue to members of society from reducing

Figure 2.7 o o e
The socially optimal amount of pollution-reduction effort.
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pollution at various levels. This line starts off high and then declines. This down-
ward slope captures the fact that the very first efforts at pollution reduction confer
large benefits on society. The next effort at reducing pollution also confers a soci-
etal benefit, but not in quite as great an amount as the initial efforts. Finally, as we
approach the vertical line labeled “100%” and all vestiges of pollution are being
eliminated, the benefit to society of achieving those last steps is positive, but not
nearly as great as the benefit of the early stages of pollution reduction.

The curve labeled MC represents the societal cost of achieving given levels of
pollution reduction. The individuals and firms that pollute must incur costs of
complying with the societal directive to reduce pollution: they may have to adopt
cleaner and safer production processes that are also more expensive; they may have
to install monitoring devices that check the levels of pollution they generate; and
they may have to defend themselves in court when they are accused of violating
the pollution-reduction guidelines. We have drawn the MC curve to be up-
ward-sloping to indicate that the costs of achieving any given level of pollution-
reduction increase. This means that the cost of reducing the very worst pollution
may not be very high, but that successive levels of reduction will be ever more
expensive.

Given this declining marginal benefit and rising marginal cost, the question
then arises, “What is the optimal amount of pollution-reduction effort for soci-
ety?” An examination of Figure 2.7 shows that P* is the socially optimal amount
of pollution-reduction effort. (Note that (100% — P*) is the optimal amount of pol-
lution.) Any more effort will cost more than it is worth. Any less would cause a
reduction in benefits that would be greater than the savings in costs.

Note that there is a potentially controversial conclusion in the figure —
namely, that it would not be optimal for society to try to eliminate pollution en-
tirely. Put somewhat differently, according to the figure, it might be socially
optimal to tolerate some pollution.

This does not strike most economists as a startling conclusion. The reason,
which may be obvious, is that economists try to take account of costs as well as
benefits. Nothing is free. Much of the wisdom of economics comes from the
recognition of this fact and of the derivation of techniques for computing the costs
of things and then balancing these costs against benefits.

QUESTION 2E: Suppose that society’s goal with regard to pollu-
tion were to maximize the total benefirs to society of pollution reduc-
tion, regardless of the costs. What level of pollution-reduction effort in
Figure 2.7 would correspond to this goal?

QUESTION 2F: Suppose that we were to characterize society’s
decision-making with regard to pollution-reduction efforts as an attempt
to maximize the zer benefir of pollution-reduction efforts. Let us define
net benefir as the difference between marginal benefit and marginal cost.
What level of pollution-reduction effort corresponds to this goal?

QUESTION 2G:  Using a graph like Figure 2.7, show the effect on
the determination of the socially optimal amount of pollution-reduction
effort of the following:
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1. atechnological change that lowers the marginal cost of achieving
any level of pollution reduction;

2. a discovery that there are greater health risks associated with
every given level of pollution than were previously thought to be
the case;

3. the discovery that the intersection of the MB and MC lines oc-
curred to the right of the vertical line labeled “100%”.

If you understand that for economists, the optimum for nearly all decisions
occurs at the point at which marginal benefit equals marginal cost, then you have
gone a long way toward mastering the microeconomic tools necessary to answer
most questions where a choice must be made.

E. Individual Demand

We may use the model of consumer choice of the previous sections to derive
a relationship between the price of a good and the amount of that good in a con-
sumer’s optimum bundle.

Starting from point M in Figure 2.6, note that when the price of x is that given
by the budget line, the optimal amount of x to consume is x*. But what amount of
x will this consumer want to purchase so as to maximize utility when the price of
x is lower than that given by the budget line in Figure 2.6? We can answer that
question by holding P, and / constant, letting P, fall, and writing down the amount
of x in the succeeding opt1ma1 bundles. Not surprisingly, the result of this exercise
will be that the price of x and the amount of x in the optimum bundles are inversely
related. That is, when the price of x goes up, the amount of x that the consumer
will purchase goes down, and vice versa. This result is the famous law of demand.

We may graph this relationship between P, and the quantity of x demanded to
get the individual demand curve, D, shown in Figure 2.8.

FIQUIE 2.8 i i i e et e oo

An lndlwdual (] demand curve, showmg the inverse
relationship between price and quantity demanded.
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F. Price Elasticity of Demand

The demand curve we have drawn in Figure 2.8 could have had a different slope
than that shown; it might have been either flatter or steeper. The steepness of the
demand curve is related to an important concept called the price elasticity of de-
mand, or simply elasticity of demand.

Elasticity of demand measures the response of the quantity of a good to
changes in its price. The elasticity is calculated as the percentage change in quan-
tity demanded divided by the percentage change in price. The measure is fre-
quently denoted by the letter e, and the ranges of elasticity are called “inelastic”
(e < 1), “elastic” (e > 1), and “unitary elastic” (e = 1).® For an inelastically de-
manded good, the percentage change in price exceeds the percentage change
in quantity demanded. Thus, a good that has ¢ = 0.5 is one for which a 50% de-
cline in price will cause a 25% increase in the quantity demanded, or for which a
15% increase in price will cause a 7.5% decrease in quantity demanded. For an
elastically demanded good, the percentage change in price is less than the per-
centage change in quantity demanded. As a result, a good that has e = 1.5 is one
for which a 50% decline in price will cause a 75% increase in quantity demanded,
or for which a 20% increase in price will cause a 30% decline in quantity
demanded.

The most important determinant of the price elasticity of demand is the pres-
ence of substitutes for the good. The more substitutes for the good, the greater
the elasticity of demand; the fewer the substitutes, the lower the elasticity. Thus,
one would expect a relatively large price elasticity of demand for individual kinds
of food such as beef, pork, chicken, or white bread, and a relatively small price
elasticity for a more encompassing category of goods such as meat. One might
also expect a relatively low elasticity of demand for addictive commodities such
as cigarettes and heroin.

Economists have measured price elasticities of demand for numerous goods
and services. Table 2.1 shows some of these measurements. We have included
both short-run (up to one year) and long-run (more than one year) elasticities. The
longer the period of time during which consumers can make an adjustment to a
price change, the more elastic their demand will be. Consider the case of gaso-
line. Suppose that there is a sudden increase in the price of gasoline. In the very
short run, say, the next several months, there will be few substitutes for gasoline,
and consumers will be able to make only limited adjustments in their gasoline
consumption habits. As a result, one would expect a relatively low elasticity of
demand for gasoline in the short run. In fact, the reported figure in Table 2.1 is
0.14, which indicates that if the price of gas doubles, there will only be a 14% de-
cline in the quantity of gasoline demanded. But over a longer period of time, con-
sumers can make more extensive adjustments to the increase in the price of gas
by, for example, walking more, car pooling, and bicycling.

¥By convention, e, the price elasticity of demand, is a positive (or absolute) number, even though the
calculation we suggested will lead to a negative number.
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Table 2.1°.. : . S
Long-Run and Short-Run Price Elasticities
ELASTICITY

Good Short-run Long-run
Gasoline, oil 0.14 0.48
China, glassware 1.34 8.80
Alcohol 0.90 3.63
Movies 0.87 3.67
Bus travel (local) 0.77 3.54
Bus travel (intercity) 0.20 2.17
Air travel (foreign) 0.70 4.00
Rail travel (commuter) 0.54 1.70
Natural gas (residential) 0.15 10.70
Electricity (residential) 0.13 1.90

Newspapers, magazines

R 187 G O AT L L

0.10
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0.52

®The table is taken, in part, from Heinz Kohler, INTERMEDIATE MicROECONOMICS: THEORY AND APPLICATIONS
(3d ed. 1990).

V. THE THEORY OF SUPPLY

We now turn to a review of the other side of the market: the supply side. The
key institution in supplying goods and services for sale to consumers is the business
firm. In this section we shall see what goal the firm seeks and how it decides what
to supply. In the following section, we merge our models of supply and demand to
see how the independent maximizing activities of consumers and firms achieve a
market equilibrium.

A. The Profit-Maximizing Firm

The firm is the institution in which output (products and services) is fabricated
from inputs (capital, labor, land, etc.). Just as we assume that consumers rationally
maximize utility subject to their income constraint, we assume that firms maxi-
mize profits subject to the constraints imposed on them by consumer demand and
the technology of production.

In microeconomics, profits are defined as the difference between fotal reve-
nue and the fotal costs of production. Total revenue for the firm equals the num-
ber of units of output sold multiplied by the price of each unit. Total costs equal the
costs of each of the inputs times the number of units of input used, summed over all
inputs. The profit-maximizing firm produces that amount of output that leads to
the greatest positive difference between the firm’s revenue and its costs. Micro-
economic theory demonstrates that the firm will maximize its profits if it produces



V. The Theory of Supply 27

that amount of output whose marginal cost equals its marginal revenue. (In fact,
this is simply an application of the general rule we discussed in §1v.p earlier: To
achieve an optimum, equate marginal cost and marginal benefit.)

There are some new terms here, and we must define and explain them. Mar-
ginal cost is defined as the increase in total costs that results from producing the
last (marginal) unit of output. Similarly, marginal revenue is defined as the increase
in total revenue that results from the sale of one more unit of output. Suppose that
a firm is attempting to maximize its profits and is producing some level of out-
put, g,. Further suppose that in producing g,, the firm’s accountants report that the
addition to total revenues from the sale of the qth unit was greater than the addi-
tion to total costs from producing that unit. What can be concluded? Clearly, the
production of the g,th unit of output increased the firm’s profits because total rev-
enues increased more than total costs,

Now suppose that the firm is contemplating the production of the g,th unit of
output. The accountants report that for that unit of output the marginal cost will ex-
ceed the marginal revenue; that is, the production of q, will add more to total costs
than it will add to total revenue. Clearly then, production of g, will decrease profits.

These considerations suggest that when marginal revenue exceeds marginal
cost, the firm should expand production, and that when marginal cost exceeds
marginal revenue, it should reduce the amount of output produced. It follows that
profits will be maximized for that output for which marginal cost and marginal
revenue are equal. Note the economy of this rule: To maximize profits, the firm
need not concern itself with its total cost or total revenues; instead, it can simply
experiment unit-by-unit of production in order to discover the output level that
maximizes its profits.

In Figure 2.9 the profit-maximizing output of the firm is shown at the point

Figure 2.9 oo
The profit-maximizing output for a firm.
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at which the marginal cost curve and marginal revenue curve of the firm are
equal. The profit-maximizing output level is denoted g*. Total profits at this level
of production, denoted by the shaded area in the figure, equal the difference be-
tween the total revenues of the firm (p times g*) and the total costs of the firm
(the average cost of producing g* times g*).

There are several things you should note about the curves in the graph, We
have drawn the marginal revenue curve as horizontal and equal to the prevailing
price. This implies that the firm can sell as much as it likes at that prevailing price.
Doubling its sales will have no effect on the market price of the good or service.
This sort of behavior is referred to as price-taking behavior. It characterizes in-
dustries in which there are so many firms, most of them small, that the actions of
no single firm can affect the market price of the good or service. An example
might be farming. There are so many suppliers of wheat that the decision of one
farmer to double or triple output or cut it in half will have no impact on its mar-
ket price. (Of course, if all farms decide to double output, there will be a sub-
stantial impact on market price.)

B. The Short Run and the Long Run

In microeconomics the firm is said to operate in two different time frames:
the short run and the long run. These time periods do not correspond to calendar
time. Instead they are defined in terms of the firm’s inputs. In the short run at least
one input is fixed, and the usual factor of production that is fixed is capital (the
firm’s buildings, machines, and other durable inputs). Because capital is fixed in
the short run, all the costs associated with capital are called fixed costs. In the
short run the firm can, in essence, ignore those costs: they will be incurred re-
gardless of whether the firm produces nothing at all or 10 million units of output.
The long run is distinguished by the fact that all factors of production become
variable. There are no longer any fixed costs. Established firms may expand their
productive capacity or leave the industry entirely, and new firms may enter the
business.

Another important distinction between the long and the short run has to do
with the equilibrium level of profit-maximizing output for each firm. At any point
in time there is an average rate of return earned by capital in the economy as a
whole. When profits being earned in a particular industry exceed the average
profit rate for industry as a whole, firms will enter the industry, assuming there are
no barriers to entry. As entry occurs, the price of the output in the industry goes
down, causing each firm’s revenue to decrease. Also, the increased competition for
the factors of production causes input prices to rise, pushing up each firm’s costs.
The combination of these two forces causes each firm’s profits to decline. Entry
ceases when profits fall to the average rate.

Economists have a special way of describing these facts. The average return
on capital is treated as part of the costs that are subtracted from revenues to get
“economic profits.” Thus, when the rate of return on invested capital in this in-
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dustry equals the average for the economy as a whole, it is said that “economic
profits are zero.” '°

This leads to the conclusion that economic profits are zero in an industry that
is in long-run equilibrium. Because this condition can occur only at the minimum
point of the firm’s average cost curve, where the average costs of production are
as low as they can possibly be, inputs will be most efficiently used in long-run
equilibrium. Thus, the condition of zero economic profits, far from being a night-
mare, is really a desirable state.

VI. MARKET EQUILIBRIUM

Having described the behavior of utility-maximizing consumers and profit-
maximizing producers, our next task is to bring them together to explain how they
interact. We shall first demonstrate how a unique price and quantity are determined
by the interaction of supply and demand in a perfectly competitive market and
then show what happens to price and quantity when the market structure changes
to one of monopoly. We conclude this section with an example of equilibrium
analysis of an important public policy issue.

A. Equilibrium in a Perfectly Competitive Industry

Anindustry in which there are so many firms that no one of them can influence
the market price by its individual decisions and in which there are so many con-
sumers that the individual utility-maximizing decisions of no one consumer can
affect the market price is called a perfectly competitive industry. For such an in-
dustry the aggregate demand for and aggregate supply of output can be represented
by the downward-sloping demand curve, d = d(p), and the upward-sloping sup-
ply curve, s = s(p), shown in Figure 2.10. The market-clearing or equilibrium
price and quantity occur at the point of intersection of the aggregate supply and
demand curves. At that combination of price and quantity, the decisions of con-
sumers and suppliers are consistent.

One way to see why the combination P, 4. in Figure 2.10 is an equilibrium is
to see what would happen if a different price-quantity combination were obtained.
Suppose that the initial market price was P,. At that price, producers would maxi-
mize their profits by supplying g,; of output, and utility-maximizing consumers
would be prepared to purchase g,; units of output. These supply and demand de-
cisions are inconsistent: at P; the amount that suppliers would like to sell exceeds
the amount that consumers would like to buy. How will the market deal with this

©When profits in a given industry are less than the average in the economy as a whole, economic
profits are said to be negative. When that is the case, firms exit this industry for other industries
where the profits are at least equal to the average for the economy. As an exercise, see if you can dem-
onstrate the process by which profits go to zero when negative economic profits in an industry cause
exit to take place.
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A DIGRESSION: OPPORTUNITY COST
: AND COMPARATIVE ADVANTAGE

We have been implicitly using one of the most fundamental concepts in microeconomics:
opportunity cost. This term refers to the economic cost of an alternative that has been
foregone. When you decided to attend a college, graduate school, or law school, you gave
up certain other valuable alternatives, such as taking a job, training for the Olympics, or
traveling around the world on a tramp steamer. In reckoning the cost of going to college,
graduate school, or law school, the true economic cost was that of the next best alterna-
tive. This point is true of the decisions of all economic actors: when maximizing utility, the
consumer must consider the opportunities given up by choosing one bundle of consumer
goods rather than another; when maximizing profits, the firm must consider the opportu-
nities foregone by committing its resources to the production of widgets rather than to
something else.

In general, the economic notion of opportunity cost is more expansive than the more
common notion of accounting cost. An example will make this point."" Suppose that a rich
relative gives you a car whose market value is $15,000. She says that if you sell the car, you
may keep the proceeds, but that if you use the car yourself, she’ll pay for the gas, oil, main-
tenance, repairs, and insurance. In short she says, “The use of the car is FREE!" But is it?
Suppose that the $15,000 for which the car could be sold would earn 12% interest per year
in a savings account, giving $1,800 per year in interest income. If you use the car for one year,
its resale value will fall to $11,000 — a cost to you of $4,000. Therefore, the opportunity cost
to you of using the car for one year is $4,000 plus the foregone interest of $1,800 — a total
of $5,800. This is far from being free. The accounting cost of using the car is zero, but the
opportunity cost is positive.

Comparative advantage is another useful economic concept related to the notion of
opportunity cost. The law of comparative advantage asserts that people should engage in
those pursuits where their opportunity costs are lower than others, For example, someone
who is seven feet tall has a comparative advantage in pursuing a career in professional bas-
ketball. But what about somecne whose skills are such that she can do many things well?
Suppose, for example, that a skilled attorney is also an extremely skilled typist. Should she
do her own typing or hire someone else to do it while she specializes in the practice of law?
The notion of comparative advantage argues for specialization: the attorney can make so
much more money by specializing in the practice of law than by trying to do both jobs that
she could easily afford to hire someone else who is less efficient at typing to do her typing
for her.

""The example is taken from Roy Ruffin and Paul Gregory, PRINCIPLES OF MICROECONOMICS 156 (2d ed.
1986).

excess supply? Clearly, the market price must fall. As the price falls, consumers
will demand more and producers will supply less, so the gap between supply and
demand will diminish. Eventually the price may reach P.. And at that price, as we
have seen, the amount that suppliers wish to sell and the amount that consumers
wish to purchase are equal.
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Figure 2.10 . e
Market equilibrium in a perfectly competitive market.
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B. Equilibrium in a Monopolistic Market

Monopoly is at the other extreme of market structure. In a monopoly there is
only one supplier, so that firm and industry are identical. A monopoly can arise and
persist only where there are barriers to entry that make it impossible for competing
firms to appear. In general, such barriers can arise from two sources: first, from stat-
utory and other legal restrictions on entry; and second, from technological condi-
tions of production known as economies of scale. An example of a statutory
restriction on entry was the Civil Aeronautics Board’s refusal from the 1930s un-
til the mid-1970s to permit entry of new airlines into the market for passenger
traffic on such major routes as Los Angeles-New York and Chicago-Miami.

The second barrier to entry is technological. Economies of scale are a con-
dition of production in which the greater the level of output, the lower the average
cost of production. Where such conditions exist, one firm can produce any level
of output at less cost than multiple firms. A monopolist that owes its existence to
economies of scale is sometimes called a natural monopoly. Public utilities, such
as local water, telecommunications, cable, and power companies, are often natural
monopolies. The technological advantages of a natural monopoly would be par-
tially lost if the single firm is allowed to restrict its output and to charge a mo-
nopoly price. For that reason, natural monopolies are typically regulated by the
government.

The monopolist, like the competitive firm, maximizes profit by producing that
output for which marginal cost equals marginal revenue. Marginal cost of the mo-
nopolist, as for the competitive firm, is the cost of producing one more unit of out-
put. This cost curve is represented in Figure 2.11 by the curve labeled MC. But
marginal revenue for the monopolist is different from what it was for the compet-
itive firm. Recall that marginal revenue describes the change in a firm’s total rev-
enues for a small, or marginal, change in the number of units of output sold. For
the competitive firm marginal revenue is equal to the price of output. Because the
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Figure 2.11 e e S
Profit-maximizing output and price for a monopolist.
Price
Pm
PL‘
0
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competitive firm can sell as much as it likes at the prevailing price, each additional
unit of output sold adds exactly the sale price to the firm’s total revenues. But for
the monopolist, marginal revenue declines as the number of units sold increases.
This is indicated in Figure 2.11 by the downward-sloping curve labeled MR. No-
tice that the MR curve lies below the demand curve. This indicates that the mar-
ginal revenue from any unit sold by a monopolist is always less than the price. MR
is positive but declining for units of output between 0 and q_; thus, the sale of each
of those units increases the firm’s total revenues but at a decreasing rate. The unit
g. actually adds nothing to the firm’s total revenues (MR = 0), and for each unit of
output beyond g., MR is less than zero, which means that each of those units ac-
tually reduces the monopolist’s total revenues.

The reason for this complex relationship between marginal revenue and units
sold by the monopolist is the downward-stoping demand curve. The downward-
sloping demand curve implies that the monopolist must lower the price; but in or-
der to sell an additional unit of output he or she must lower the price not just on
the last or marginal unit but on all the units sold.'? From this fact it can be shown,
using calculus, that the addition to total revenues from an additional unit of out-
put sold will always be less than the price charged for that unit. Thus, because MR
is always less than the price for all units of output and because price declines along
the demand curve, the MR curve must also be downward-stoping and lie below the
demand curve.

12 This assumes that the monopolist cannot price-discriminate (i.e., charge different prices to different
consumers for the same product).
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The monopolist maximizes his profit by choosing that output level for which
marginal revenue and marginal cost are equal. This output level, g, is shown in
Figure 2.11. The demand curve indicates that consumers are willing to pay P,, for
that amount of output. Notice that if this industry were competitive instead of mo-
nopolized, the profit-maximizing actions of the firms would have resulted in an
equilibrium price and quantity at the intersection of the aggregate supply curve, S,
and the industry demand curve, D. The competitive price, P,, is lower than the mo-
nopolistic price, and the quantity of output produced and consumed under com-
petition, g,, is greater than under monopoly.

Economists distinguish additional market structures that are intermediate be-
tween the extremes of perfect competition and monopoly. The most important
among these are oligopoly and imperfect competition. An oligopolistic market is
one containing a few firms that recognize that their individual profit-maximizing
decisions are interdependent. That means that what is optimal for firm A depends
not only on its marginal costs and the demand for its output but also on what firms
B, C, and D have decided to produce and the prices they are charging. The economic
analysis of this interdependence requires a knowledge of game theory, which we
discuss below. An imperfectly competitive market is one that shares most of the
characteristics of a perfectly competitive market — for example, free entry and
exit of firms and the presence of many firms — but has one important monopolis-
tic element: firms produce differentiable output rather than the homogeneous out-
put produced by perfectly competitive firms. Thus, imperfectly competitive firms
distinguish their output by brand names, colors, sizes, quality, durability, and so on.

C. An Example of Equilibrium Analysis

It is useful to have an example applying this theory to a real problem. Let us
imagine a market for rental housing like the one shown in Figure 2.12. The de-
mand for rental housing is given by the curve D, and the supply of rental housing
is given by the upward-sloping supply curve S. Assuming that the rental housing
market is competitive, then the independent actions of consumers and of profit-
maximizing housing owners will lead to a rental rate of r, being charged and of k,
units of rental housing being supplied and demanded. Note that this is an equilib-
rium in the sense we discussed above: the decisions of those demanding the prod-
uct and of those supplying it are consistent at the price r,. Unless something causes
the demand curve or the supply curve to shift, this price and output combination
will remain in force.

But now suppose that the city government determines that r, is too high. It
passes an ordinance that specifies a maximum rental rate for housing of 7,,, con-
siderably below the equilibrium market rate. The hope of the government is that at
least the same amount of housing will be consumed by renters but at a lower rental
rate. Alook at Figure 2.12, however, leads one to doubt that result. At r,,, consumers
demand #, units of rental housing, an increase over the quantity demanded at the
higher rate, r,. But at this lower rate suppliers are only prepared to supply 4, units
of rental housing. Apparently it does not pay them to devote as much of their hous-
ing units to renters at that lower rate; perhaps if r,, is all one can get from renting
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Figure 2.12 ...

The consequences of a rent-control ordinance where rents
are constrained to be below the market-clearing rental rate.
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housing units, suppliers prefer to switch some of their units to other uses, such as
occupancy by the owner’s family or their sale as condominiums, The result of the
rate ceiling imposed by the government is a shortage of, or excess demand for,
rental units equal to (b, — h,).

If the rate ceiling is strictly enforced, the shortage will persist. Some non-
price methods of determining who gets the h, units of rental housing must be
found, such as queuing. Eventually, the shortage may be eased if either the de-
mand curve shifts inward or the supply curve shifts outward. It is also possible that
landlords will let their property deteriorate by withholding routine maintenance
and repairs, so that the quality of their property falls to such an extent that r,, pro-
vides a competitive rate of return to them.

If, however, the rate ceiling is not strictly enforced, then consumers and sup-
pliers will find a way to erase the shortage. For example, renters could offer free
services or secret payments (sometimes called side payments) to landlords in or-
der to get the effective rental rate above I and induce the landlord to rent to them
rather than to those willing to pay only r,,. Those services and side payments could
amount to (r, — r,,) per housing unit.

Vil. GAME THEORY

The law frequently confronts situations in which there are few decision-
makers and in which the optimal action for one person to take depends on what
another actor chooses. These situations are like games in that people must decide
upon a strategy. A strategy is a plan for acting that responds to the reactions of oth-
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ers. Game theory deals with any situation in which strategy is important. Game
theory will, consequently, enhance our understanding of some legal rules and in-
stitutions. For those who would like to pursue this topic in more detail, there are
now several excellent introductory books on game theory.!?

To characterize a game, we must specify three things:

1. the players,
2. the strategies of each player, and
3. the payoffs to each player for each strategy.

Let’s consider a famous example — the prisoner’s dilemma. Two people, Sus-
pect 1 and Suspect 2, conspire to commit a crime. They are apprehended by the po-
lice outside the place where the crime was committed, taken to the police station,
and placed in separate rooms so that they cannot communicate. The authorities
question them individually and try to play one suspect against the other. The evi-
dence against them is circumstantial — they were simply in the wrong place at the
wrong time. If the prosecutor must go to trial with only this evidence, then the sus-
pects will have to be charged with a minor offense and given a relatively light pun-
ishment — say, one year in prison. The prosecutor would very much prefer that one
or both of the suspects confesses to the more serious crime that they are thought to
have committed. Specifically, if either suspect confesses (and thereby implicates
the other) and the other does not, the non-confessor will receive 7 years in prison,
and as a reward for assisting the state, the confessor will only receive one-half of a
year in prison. If both suspects can be induced to confess, each will spend 5 years
in jail. What should each suspect do — confess or keep quiet?

The strategies available to the suspects can be shown in a payoff matrix like
that in Figure 2.13. Each suspect has two strategies: confess or keep quiet. The
payoffs to each player from following a given strategy are shown by the entries in
the four cells of the box, with the payoff to Suspect 2 given first, and the payoff to
Suspect I given second.

Here is how to read the entries in the payoff matrix. If Suspect I confesses and
Suspect 2 also confesses, each will receive 5 years in prison. (This is the cell with
entry ( —5, —5).) If Suspect I confesses and Suspect 2 keeps quiet, Suspect 1 will
spend half a year in prison, and Suspecr 2 will spend 7 years in prison. (This is the
cell with entry (—7, —0.5).) If Suspect I keeps quiet and Suspect 2 confesses, then
Suspect 2 will spend half a year in prison, and Suspect I will spend 7 years in prison.
(This is the cell with entry (—0.5, —7).) Finally, if both suspects keep quiet, each
will spend 1 year in prison. (This is the cell with entry (—1, —1).)

13 For those who would like to pursue game theory in more detail, there are now several excellent in-
troductory texts: Eric Rasmusen, GAMES AND INFORMATION: AN INTRODUCTION TO GAME THEORY
(2nd ed. 1995); David Kreps, GAME THEORY AND ECONOMIC MODELLING (1990); and Avinash Dixit
and Barry Nalebuff, THINKING STRATEGICALLY: THE COMPETITIVE EDGE IN BUSINESS, POLITICS,
AND EVERYDAY LIFE (1991). More advanced treatments may be found in Roger Myerson, GAME
THEORY (1991) and Drew Fudenberg and Jean Tirole, GAME THEORY (1991). With special reference
to law, see Douglas Baird, Robert Gertner, and Randal Picker, GAME THEORY AND THE Law (1995).
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Figure 2.13..... s et -
The strategic form of a game, also known as a payoff matrix.
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Suspect 1
Confess Keep quiet
Confess -5,-5 -05,-7
Suspect 2
Keep quiet -7,-0.5 -1,-1

There is another way to look at Suspect I’s options. The payoff matrix is some-
times referred to as the strategic form of the game. An alternative is the extensive
JSorm. This puts one player’s options in the form of a decision tree, which is shown
in Figure 2.14.

We now wish to explore what the optimal strategy — confess or keep quiet —
is for each player, given the options in the payoff matrix and given some choice

FIQUIE 2,14 oo oo e s e
The extensive form of the prisoner’s dilemma.
Suspect 1
confesses =3
Suspect 2
confesses
Suspect 1
keeps quiet &7
Suspect 1
Suspect 1
confesses =05
Suspect 2
keeps quiet
Suspect 1
pee o D)

keeps quiet
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made by the other player. Let’s consider how Suspect I will select her optimal strat-
egy. Remember that the players are being kept in separate rooms and cannot com-
municate with one another. (Because the game is symmetrical, this is exactly the
same way in which Suspect 2 will select his optimal strategy.)

First, what should Suspect 1 do if Suspect 2 confesses? If she keeps quiet
when Suspect 2 confesses, she will spend 7 years in prison. If she confesses when
Suspect 2 confesses, she will spend 5 years. So, if Suspect 2 confesses, clearly the
best thing for Suspect I to do is to confess.

But what if Suspect 2 adopts the alternative strategy of keeping quiet? What
is the best thing for Suspect 1 to do then? If Suspect 2 keeps quiet and Suspect 1
confesses, she will spend only half a year in prison. If she keeps quiet when Sus-
pect 2 keeps quiet, she will spend 1 year in prison. Again, the best thing for
Suspect I to do if the other suspect keeps quiet is to confess.

Thus, Suspect 1 will always confess. Regardless of what the other player does,
confessing will always mean less time in prison for her. In the jargon of game the-
ory this means that confessing is a dominant strategy— the optimal move for a
player to make is the same, regardless of what the other player does.

Because the other suspect will go through precisely the same calculations, he
will also confess. Confessing is the dominant strategy for each player. The result
is that the suspects are both going to confess, and, therefore, each will spend
5 years in prison.

The solution to this game, that both suspects confess, is an equilibrium: there
is no reason for either player to change his or her strategy. There is a famous con-
cept in game theory that characterizes this equilibrium — a Nash equilibrium. In
such an equilibrium, no individual player can do any better by changing his or her
behavior so long as the other players do not change theirs. (Notice that the com-
petitive equilibrium that we discussed in previous sections is an example of a Nash
equilibrium when there are many players in the game.)

The notion of a Nash equilibrium is fundamental in game theory, but it has
shortcomings. For instance, there are some games that have no Nash equilibrium.
There are some games that have several Nash equilibria. And finally, there is not
necessarily a correspondence between the Nash equilibrium and Pareto efficiency,
the criterion that economists use to evaluate many equilibria. To see why, return
to the prisoner’s dilemma above. We have seen that it is a Nash equilibrium for
both suspects to confess. But you should note that this is not a Pareto-efficient so-
lution to the game. When both suspects confess, they will each spend 5 years in
prison. It is possible for both players to be better off. That would happen if they
would both keep quiet. Thus, cell 4 (where each receives a year in prison) is a
Pareto-efficient outcome. Clearly, that solution is impossible because the suspects
cannot make binding commitments not to confess. 4

' Can you think of a workable way in which the suspects might have agreed never to confess before
they perpetrated the crime? Put in the language of game theory, can a participant in a game like the
prisoner’s dilemma make a credible commitment not to confess if she and her partner are caught?
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We may use the prisoner’s dilemma to discuss another important fundamen-
tal concept of game theory — repeated games. Suppose that the prisoner’s dilemma
were to be played not just once but a number of times by the same players. Would
that change our analysis of the game? If the same players play the same game ac-
cording to the same rules repeatedly, then it is possible that cooperation can arise
and that players have an incentive to establish a reputation—in this case, for trust-
worthiness.

An important thing to know about a repeated game is whether the game will
be repeated a fixed number of times or an indefinite number. To see the difference,
suppose that the prisoner’s dilemma above is to be repeated exactly ten times.
Each player’s optimal strategy must now be considered across games, not just for
one game at a time. Imagine Suspect 2 thinking through, before the first game is
played, what strategy he ought to follow for each game. He might imagine that he
and his partner, if caught after each crime, will learn (or agree) to keep quiet rather
than to confess. But then Suspect 2 thinks forward to the final game, the tenth.
Even if the players had learned (or agreed) to keep quiet through Game 9, things
will be different in Game 10. Because this is the last time the game is to be played,
Suspect I has a strong incentive to confess. If she confesses on the last game and
Suspect 2 sticks to the agreement not to confess, he will spend 7 years in prison to
her half year. Knowing that she has this incentive to cheat on an agreement not to
confess in the last game, the best strategy for Suspect 2 is also to confess in the
final game. But now Game 9 becomes, in a sense, the final game. And in deciding
on the optimal strategy for that game, exactly the same logic applies as it did for
Game 10 — both players will confess in Game 9, too. Suspect 1 can work all this
out, too, and she will realize that the best thing to do is to confess in Game 8, and
so on. In the terminology of game theory, the game unravels so that confession
takes place by each player every time the game is played, ifit is to be played a fixed
number of times.

Things may be different if the game is to be repeated an indefinite number of
times. In those circumstances there may be an inducement to cooperation. Robert
Axelrod has shown that in a game like the prisoner’s dilemma repeated an indefi-
nite number of times the optimal strategy is tit-for-tat— if the other player coop-
erated on the last play, you cooperate on this play; if she didn’t cooperate on the
last play, you don’t on this play."

These considerations of a fixed versus an indefinite number of plays of a game
may seem removed from the concerns of the law, but they really are not. Consider,
for example, the relations between a creditor and a debtor. When the debtor’s af-
fairs are going well, the credit relations between the creditor and the debtor may
be analogized to a game played an indefinite number of times. But if the debtor is
likely to become insolvent soon, the relations between debtor and creditor become
much more like a game to be played a fixed (and, perhaps, few) number of times.

We shall see that these concepts from game theory will play an important role
in our understanding of legal rules and institutions.

15See Robert Axelrod, THE EVOLUTION OF COOPERATION ( 1984).
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VIll. THE THEORY OF ASSET PRICING

The area of microeconomic theory that deals with capital and labor markets
is beyond the scope of the material in this book. There is, however, one tool from
this area that we shall use: the theory of asset pricing.

Assets are resources that generate a stream of income. For instance, an apart-
ment building can generate a stream of rental payments; a patent can generate a
stream of royalty payments; an annuity can generate a fixed amount per year.
There is a technique for converting these various streams of future income (or fu-
ture expenses or, still more generally, net receipts) into a lump sum today. The gen-
eral question that is being asked is, “How much would you be prepared today to
pay for an asset that generated a given future flow of net receipts in the future?”

We can answer that question by computing the present discounted value of the
future flow of net receipts. Suppose that ownership of a particular asset will gen-
erate F'; in net receipts at the end of the first year; F, in net receipts at the end of the
second year; Fj in net receipts at the end of the third year; and Fy at the end of
the nth year. The present discounted value of that asset is equal to

F,
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This result has many applications to law, For instance, suppose that a court is
seeking to compensate someone whose property was destroyed. One method of
valuing the loss is to compute the present discounted value of the future flow of
net receipts to which the owner was entitled.

IX. GENERAL EQUILIBRIUM
AND WELFARE ECONOMICS

The microeconomic theory we have been reviewing to this point has focused
on the fundamental concepts of maximization, equilibrium, and efficiency in de-
scribing the decisions of consumers and firms. The part of microeconomic theory
called welfare economics explores how the decisions of many individuals and firms
interact to affect the well-being of individuals. Welfare economics is much more
philosophical than other topics in microeconomic theory. Here the great policy is-
sues are raised. For example, is there an inherent conflict between efficiency and
fairness? To what extent can unregulated markets maximize individual well-being?
When and how should the government intervene in the marketplace? Can eco-
nomics identify a just distribution of goods and services? In this brief introduc-
tion, we can only hint at how microeconomic theory approaches these questions.
Nonetheless, this material is fundamental to the economic analysis of legal rules.

A. General Equilibrium and Efficiency Theorems

One of the great accomplishments of modern microeconomics is the
specification of the conditions under which the independent decisions of utility-
maximizing consumers and profit-maximizing firms will lead to the inevitable,
spontaneous establishment of equilibrium in all markets simultaneously. Such a
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condition is known as general equilibrium. General equilibrium will be achieved
only when competitive forces have led to the equality of marginal benefit and mar-
ginal cost in the market for every single commodity and service. As you can well
imagine, this condition is unlikely to be realized in the real world. However, there
are two practical reasons for knowing what conditions must hold for general equi-
librium to obtain. First, while all real-world markets may not obey those condi-
tions, many of them will. Second, the specification of the conditions that lead to
general equilibrium provides a benchmark for evaluating various markets and
making recommendations for public policy.

Modern microeconomics has demonstrated that general equilibrium has char-
acteristics that economists describe as socially optimal — that is, the general equi-
librium is both productively and allocatively efficient.

B. Market Failure

General equilibrium is such a desirable outcome that it would be helpful to
know the conditions under which it will hold. Stripped of detail, the essential con-
dition is that all markets are perfectly competitive. We can characterize the things
that can go wrong to prevent this essential condition from being attained in a mar-
ket. In this section we shall describe the four sources of marker Jailure, as it is
called, and describe the public policies that can, in theory, correct those failures.

1. Monopoly and Market Power The first source of market failure is monop-
oly in its various forms: monopoly in the output market, collusion among other-
wise competitive firms or suppliers of inputs, and monopsony (only one buyer) in
the input market. If the industry were competitive, marginal benefit and marginal
cost would be equal. But as illustrated in Figure 2.11, the monopolist’s profit-
maximizing output and price combination occurs at a point where the price ex-
ceeds the marginal cost of production. The price is too high and the quantity
supplied is too low from the viewpoint of efficiency.

The public policies for correcting the shortcomings of monopoly are to re-
place monopoly with competition where possible, or to regulate the price charged
by the monopolist. The first policy is the rationale for the antitrust laws. But some-
times it is not possible or even desirable to replace a monopoly. Natural monopo-
lies, such as public utilities, are an example; those monopolies are allowed to
continue in existence but government regulates their prices.

2. Externalities The second source of market failure is the presence of what
economists call externalities. Exchange inside a market is voluntary and mutu-
ally beneficial. Typically, the parties to the exchange capture all the benefits and
bear all the costs. But sometimes the benefits of an exchange may spill over onto
other parties than those explicitly engaged in the exchange. Moreover, the costs
of the exchange may also spill over onto other parties. The first instance is an
example of an external benefit; the second, an external cost. An example of an
external benefit is the pollination that a beekeeper provides to his neighbor who
runs an apple orchard. An example of an external cost is air or water pollution.
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Let’s explore the idea of an external cost (frequently called simply an exter-
nality) to see how it can lead to market failure and what public policies can correct
this failing. Suppose that a factory located upstream from a populous city dumps
toxic materials into the river as a by-product of its production process. This action
by the factory imposes an unbargained-for cost on the townspeople downstream:
they must incur some additional costs to clean up the water or to bring in safe water
from elsewhere. In what way has the market failed in this example? The reason the
market fails in the presence of external costs is that the generator of the externality
does not have to pay for harming others, and so exercises too little self-restraint.
He or she acts as if the cost of disposing of waste is zero, when, in fact, there are
real costs involved, as the people downstrearn can testify. In a technical sense, the
externality-generator produces too much output and too much harm because there
is a difference between private marginal cost and social marginal cost.

Private marginal cost, in our example, is the marginal cost of production for
the factory. Social marginal cost is the sum of private marginal cost and the addi-
tional marginal costs involuntarily imposed on third parties by each unit of pro-
duction. The difference is shown in Figure 2.15. Social marginal cost is greater
than private marginal cost at every level of output. The vertical difference between
the two curves equals the amount of the external marginal cost at any level of out-
put. Note that if production is zero, there is no externality, but that as production
increases, the amount of external cost per unit of output increases.

The profit-maximizing firm operates along its private marginal cost curve and
maximizes profits by choosing that output level for which P = PMC— namely,
q,- But from society’s point of view, this output is too large. Society’s resources
will be most efficiently used if the firm chooses its output level by equating P, and
SMC at g,. At that level the firm has taken into account not only its own costs of
production but also any costs it imposes on others involuntarily.

What public policies will induce the externality-generator to take external
costs into account? That is one of the central questions that this book will seek to

Figure 2.15 i e e
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answer. The key to achieving the social optimum where there are externalities is
to induce private profit-maximizers to restrict their output to the socially optimal,
not privately optimal, point. This is done by policies that cause the firm to operate
along the social marginal cost curve rather than along the private marginal cost
curve. When this is accomplished, the externality is said to have been internalized
in the sense that the private firm now takes it into consideration.

QUESTION 2H: In Figure 2.15, if the firm is producing g output,
is there any external cost being generated? If so, why is this output level
called a social optimum? Would it not be optimal to have #zo external
cost? At what level of output would that occur? Does our earlier discus-
sion that characterized any social optimum as the point at which (social)
marginal cost equals (social) marginal benefit provide any guidance?
Is the point at which social marginal cost and social marginal benefit
are equal consistent with the existence of some external cost? Why or
why not?

3. Public Goods The third source of market failure is the presence of a com-
modity called a public good. A public good is a commodity with two very closely
related characteristics:

1. nonrivalrous consumption: consumption of a public good by one
person does not leave less for any other consumer, and

2. nonexcludability: the costs of excluding nonpaying beneficiaries
who consume the good are so high that no private profit-maximizing
firm is willing to supply the good.

Consider national defense. Suppose, for the purposes of illustration, that na-
tional defense were provided by competing private companies. For an annual fee
a company would sell protection to its customers against loss from foreign inva-
sion by air, land, or sea. Only those customers who purchase some company’s ser-
vices would be protected against foreign invasion. Perhaps these customers could
be identified by special garments, and their property denoted by a large white X
painted on the roof of their homes.

Who will purchase the services of these private national defense companies?
Some will but many will not. Many of the nonpurchasers will reason that if their
neighbor will purchase a protection policy from a private national defense com-
pany, then they, too, will be protected: it will prove virtually impossible for the pri-
vate company to protect the property and person of the neighbor without also
providing security to the nearby nonpurchaser. Thus the consumption of national
defense is nonrivalrous: consumption by one person does not leave less for any
other consumer. For that reason, there is a strong inducement for consumers of the
privately provided public good to try to be free riders. they hope to benefit at no
cost to themselves from the payment of others.

The related problem for the private supplier of a public good is the difficulty
of excluding nonpaying beneficiaries. The attempt to distinguish those who have
from those who have not subscribed to the private defense companies is almost cer-
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tain to fail: for example, the identifying clothes and property markings can easily
be counterfeited.

As a result of the presence of free riders and the high cost of distinguishing
nonpaying from paying beneficiaries, it is not likely that the private company will
be able to induce many people to purchase defense services. If private profit-
maximizing firms are the only providers of national defense, too little of that good
will be provided.

How can public policy correct the market failure in the provision of public
goods? There are two general correctives. First, the government may undertake to
subsidize the private provision of the public good, either directly or indirectly
through the tax system. An example might be research on basic science. Second,
the government may undertake to provide the public good itself and to pay the
costs of providing the service through the revenues raised by compulsory taxation.
This is, in fact, how national defense is supplied.

4. Severe Informational Asymmetries The fourth source of market failure is
an imbalance of information between parties to an exchange, one so severe that
exchange is impeded.

To illustrate, it is often the case that sellers know more about the quality of
goods than do buyers. For example, a person who offers his car for sale knows far
more about its quirks than does a potential buyer. Similarly, when a bank presents
a depository agreement for the signature of a person opening a checking account,
the bank knows far more than the customer about the legal consequences of the
agreement.

When sellers know more about a product than do buyers, or vice versa, infor-
mation is said to be distributed asymmetrically in the market. Under some cir-
cumstances, these asymmetries can be corrected by the mechanism of voluntary
exchange, for example, by the seller’s willingness to provide a warranty to guar-
antee the quality of a product. But severe asymmetries can disrupt markets so much
that a social optimum cannot be achieved by voluntary exchange. When that hap-
pens, government intervention in the market can ideally correct for the informa-
tional asymmetries and induce more nearly optimal exchange. For example, the
purchasers of a home are often at a disadvantage vis-a-vis the current owners in
learning of latent defects, such as the presence of termites or a cracked foundation,
in the home. As a result, the market for the sale of homes may not function effi-
ciently; purchasers may be paying too much for homes or may inefficiently refrain
from purchases because of a fear of latent defects. Many states have responded by
requiring sellers to disclose knowledge of any latent defects to prospective pur-
chasers of houses. If the sellers do not make this disclosure, then they may be re-
sponsible for correcting those defects.

C. Potential Pareto Improvements
or Kaldor-Hicks Efficiency

Dissatisfied with the Pareto criterion, economists developed the notion of a
potential Pareto improvement (sometimes called Kaldor-Hicks efficiency). This is
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an attempt to surmount the restriction of the Pareto criterion that only those changes
are recommended in which at least one person is made better off and no one is
made worse off. That criterion requires that gainers explicitly compensate losers
in any change. If there is not explicit payment, losers can veto any change. This
has clear disadvantages as a guide to public policy.

By contrast, a potential Pareto improvement allows changes in which there are
both gainers and losers but requires that the gainers gain more than the losers lose.
If this condition is satisfied, the gainers can, in principle, compensate the losers
and still have a surplus left for themselves. For a potential Pareto improvement,
compensation does not actually have to be made, but it must be possible in prin-
ciple. In essence, this is the technique of cost-benefit analysis. In cost-benefit analy-
sis, a project is undertaken when its benefits exceed its costs, which implies that
the gainers could compensate the losers. There are both theoretical and empirical
problems with this standard, but it is indispensable to applied welfare economics.

Consider how these two criteria — the Pareto criterion and the Kaldor-Hicks
criterion — would help us to analyze the efficiency and distributive justice of a
manufacturing plant’s decision to relocate. Suppose that the plant announces that
it is going to move from town A to town B. There will be gainers — those in town
B who will be employed by the new plant, the retail merchants and home builders
in B, the shareholders of the corporation, and so on. But there will also be losers —
those in town A who are now unemployed, the retail merchants in A, the customers
of the plant who are now located further away from the plant, and so on. If we were
to apply the Pareto criterion to this decision, the gainers would have to pay the
losers whatever it would take for them to be indifferent between the plant’s stay-
ing in A and moving to B. If we were to apply the potential Pareto criterion to this
decision, the gainers would have to gain more than the losers lose.

X. DECISION-MAKING UNDER UNCERTAINTY:
RISK AND INSURANCE

In nearly all of the economic models we have examined so far, we have im-
plicitly assumed that uncertainty did not cloud the decision. This is clearly a sim-
plifying assumption. It is time to expand our basic economic model by explicitly
allowing for the presence of uncertainty.

A. Expected Monetary Value

Suppose that an entrepreneur is considering two possible projects in which to
invest. The first, D,, involves the production of an output whose market is famil-
iar and stable. There is no uncertainty about the outcome of project D,; the entre-
preneur can be confident of earning a profit of $200 if he takes D,. The second
course of action, D,, involves a novel product whose reception by the consuming
public is uncertain. If consumers like the new product, the entrepreneur can earn
profits of $400. However, if they do not like it, he stands to lose $50.

How is the entrepreneur supposed to compare these two projects? One possi-
bility is to compare their expected monetary values. An expected value is the sum
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of the probabilities of each possible outcome times the value of each of those out-
comes. For example, suppose that there are four possible numerical outcomes, la-
beled O, through O,, to a decision. Suppose also that there are four separate
probability estimates, labeled p, through p,, associated with each of the four out-
comes. If these are the only possible outcomes, then these probabilities must sum
to 1. The expected value (EV) of this decision is then:

EV = p,0, + p,0, + p;0; + P40,

If the outcomes are monetary, then the expected value is also monetary. To re-
turn to our entrepreneur, he may compute the expected monetary value (EMV) of
D, as the product of the probability of that event (here, because we have assumed
the outcome is certain, the probability is 1) and the expected monetary value of the
outcome (here, profits of $200):

EMV(D;) = 1(200) = 200.

The computation of the expected monetary value of decision D, is harder.
There are two possible outcomes, and in order to perform the calculation the en-
trepreneur needs to know the probabilities of the two outcomes. Let p denote the
probability of the new product’s succeeding. Thus, (1 — p) is the probability that
it fails. Then, the expected monetary value of D, is given by the expression:

EMV(D,) = 400p + (—=50)(1 - p)
= 450p — 50, for any p.

Thus, if the probability of success for the new product equals 0.3, the expected
monetary value of the decision to introduce that new product equals $85.

Where does the decision-maker get information about the probabilities of the
various outcomes? Perhaps the seasoned entrepreneur has some intuition about P
or perhaps marketing surveys have provided a scientific basis for assessing p. Still
another possibility might be that he calculates the level of p that will make the ex-
pected monetary value of D, equal to that of the certain event, D,. A strong rea-
son for doing that would be that, although he might not know for sure what pis, it
would be valuable to know how high p must be in order for it to give the same ex-
pected profits as the safe course of action, D;. For example, even if there was no
way to know p for sure, suppose that one could calculate that in order for the un-
certain course of action to have a higher expected value than the safe course of ac-
tion the probability of success of the new product would have to be 0.95, a near
certainty. That would be valuable information.

It is a simple matter to calculate the level of p that equates the expected mon-
etary value of D, and D,. That is the p that solves the following equation:

450p — 50 = 200, or
P =5/9 = 0.556.
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The implication, of course, is that if the probability of the new product’s suc-
cess is 0.556 or greater, then D, has a higher expected monetary value than does
D,, and the entrepreneur will choose D,. The economic analysis typically assumes
that decision-makers can form probabilities one way or another so that expecta-
tions can be computed.

B. Maximization of Expected Utility:
Attitudes Toward Risk

Do people deal with uncertainty by maximizing expected monetary values?
Suppose that the two decisions of the previous section, D, and D,, have the same
expected monetary value. Would you be indifferent between the two courses of ac-
tion? Probably not. D, is a sure thing. D, is not. Upon reflection, many would hesi-
tate to take D, unless the expected monetary value of D, was greater than that of
D;. The reason for this hesitation may lie in the fact that many of us are reluctant
to gamble, and D, certainly is a gamble. We are generally much more comfortable
with a sure thing like D,. Can we formalize our theory of decision-making under
uncertainty to take account of this attitude?

The formal explanation for this phenomenon of avoiding gambles was first
offered in the 18th century by the Swiss mathematician and cleric Daniel Ber-
noulli. Bernoulli often noticed that people who make decisions under uncertainty
do not attempt to maximize expected monetary values. Rather they maximize ex-
pected utility. The introduction of utility allows us to introduce the notion of
decision-makers’ attitudes toward risk,

1. Risk Aversion Assume that utility is a function of, among other things,
money income:

U= Ul).

Bernoulli suggested that a common relationship between money income and util-
ity was that as income increased, utility also increased, but at a decreasing rate.
Such a utility function exhibits diminishing marginal utility of income. For ex-
ample, if one’s income level is $10,000, an additional $100 in income will add more
to one’s total utility than will $100 added to that same person’s income of $40,000.
A utility function like that shown in Figure 2.16 has this property. When this per-
son’s income is increased by $1,000 at a low level of income, her utility increases
from 100 to 125 units, an increase of 25 units. But when her income is increased
by $1,000 at a higher level of income, her utility increases from 300 to 310 units,
an increase of only 10 units.

A person whose utility function in money income exhibits diminishing
marginal utility is said to be risk-averse. Here is a more formal definition of risk
aversion:

A person Is said to be risk-averse if she considers the utility of a certain
prospect of money income to be higher than the expected urility of an
uncertain prospect of equal expected monetary value.
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Figure 2.16
Risk aversion as a diminishing marginal utility of income.
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For example, recall the entrepreneur’s project:
EMV(D,) = ($400)(.3) + (—$50)(1 — .3)
= $85

A risk-averse decision-maker would rather have the certain $85 than undertake a
project whose EMV equals $85.

2. Risk Neutrality Economists presume that most people are averse toward
risk, but some people are either neutral toward risk or, like gamblers, rock climb-
ers, and race car drivers, prefer risk. Like aversion, these attitudes toward risk
may also be defined in terms of the individual’s utility function in money income
and the marginal utility of income.

Someone who is risk neutral has a constant marginal utility of income and is,
therefore, indifferent between a certain prospect of income and an uncertain
prospect of equal expected monetary value. Figure 2.17 gives the utility function
for a risk-neutral person. It is a straight line because the marginal utility of income
to a risk-neutral person is constant. '

The figure compares the change in utility when the risk-neutral person’s in-
come s increased by $1,000 at two different levels of income. When this person’s
income is increased by $1,000 at a low level of income, his utility increases from
80 to 100 units, an increase of 20 units. And when his income is increased by
$1,000 at a high level of income, his utility increases by exactly the same
amount, 20 units, from 160 to 180 units. Thus, for the risk-neutral person the
marginal utility of income is constant.

Economists and finance specialists very rarely attribute an attitude of risk-
neutrality to individuals. However, they quite commonly assume that business or-
ganizations are risk-neutral.
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Figure 2.17 : .

Risk neutrality as the constant marginal utility of income.
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3. Risk-Seeking or Risk-Preferring Someone who is risk-seeking or risk-
preferring has an increasing marginal utility of income and, therefore, prefers an
uncertain prospect of income to a certain prospect of equal expected monetary
value. Figure 2.18 gives the utility function of a risk-preferring individual. The
figure allows us to compare the change in utility when the risk-preferring per-
son’s income is increased by $1,000 at two different levels of income. ‘When this
person’s income is increased by $1,000 at a low level of income, her utility
increases from 80 to 85 units, an increase of S units. However, when her income
is increased by $1,000 at a high level of income, her utility increases from 200 to

Figure 2.18..... ..

Risk-preferring as an increasing marginal utility of income.
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230 units, an increase of 30 units. Thus, for the risk-preferring person the mar-
ginal utility of income increases.

C. The Demand for Insurance

One of the most important behavioral implications of risk aversion is that
people will pay money to avoid having to face uncertain outcomes. That is, a risk-
averse person might prefer a lower certain income to a higher uncertain income.

There are three ways in which a risk-averse person may convert an uncertain
into a certain outcome. First, he may purchase insurance from someone else. Sec-
ond, he may self-insure. This may involve incurring expenses to minimize the
probability of an uncertain event’s occurring or to minimize the monetary loss in
the event of a particular contingency. An example is the installation of smoke
detectors in a home. Another form of self-insurance is the setting aside of a sum
of money to cover possible losses. Third, a risk-averse person who is considering
the purchase of some risky asset may reduce the price he is willing to pay for that
asset.

For the purposes of illustrating the market insurance option, consider Fig-
ure 2.19, which depicts the utility function in income for a risk-averse person.
Suppose that this person faces an uncertain prospect, say, the loss of earnings due
to catastrophic illness in the coming year. He is self-employed and is currently not
covered by a medical insurance plan. If he does not get ill, he is certain to earn
$25,000 over the course of the year. A money income of $25,000 gives him a util-
ity of Og, corresponding to the vertical distance from $25,000 on the income axis
to the point G on the utility function. If he falls catastrophically ill, this person will
be unable to work, and his income will decrease to $5,000. An income of $5,000
will give him a utility of Oh.

FIGUIE 2.T9 o m e v oot e s oo oo
The demand for insurance by a risk-averse individual.
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To see if he should purchase insurance against catastrophic illness, the
individual needs to estimate the probability that he will get ill, compute the ex-
pected monetary value of that outcome, and compare that expectation with the cost
of an insurance policy (the premium). The probability of catastrophic illness deter-
mines a point along the line segment GH from which the expected monetary value
of the uncertain event can be computed. Assume that the probability of illness is
given by point K on GH. The expected monetary value of that uncertain outcome is
Ig, and the expected utility is Ok. Notice that a cerzain income of I, would give this
person a utility of Ok, exactly equal to that of the uncertain income Iy. It follows that
this risk-averse person would be willing to surrender up to, but slightly less than,
($25,000 — Ip ) of his certain income in exchange for not having to bear the risk
of catastrophic illness, and that he would consider himself better off with a lower
but certain income of slightly more than I, than with an uncertain income of Iy.

This is precisely what an insurance contract will provide the risk-averse per-
son: in exchange for giving up a certain amount of income (the insurance pre-
mium), the insurance company will bear the risk of the uncertain event. The
risk-averse person considers himself better off with the lower certain income than
facing the uncertain higher income.

D. The Supply of Insurance

The material of the previous section concerns the demand for insurance by
risk-averse individuals. Let us now turn to a brief consideration of the supply of
insurance by profit-maximizing insurance companies. Insurance companies are
presumed to be profit-maximizing firms. They offer insurance contracts not be-
cause they prefer gambles to certainties but because of a mathematical theorem
known as the law of large numbers. This law holds that unpredictable events for
individuals become predictable among large groups of individuals. For example,
none of us knows whether our house will burn down next year. But the occurrence
of fire in a city, state, or nation is regular enough so that an insurance company can
easily determine the objective probabilities. By insuring a large number of people,
an insurance company can predict the total amount of claims.

1. Moral Hazard Moral hazard arises when the behavior of the insuree changes
after the purchase of insurance so that the probability of loss or the size of the loss
increases. An extreme example is the insured’s incentive to burn his home when
he has been allowed to insure it for more than its market value. A more realistic
example comes from loss due to theft. Suppose that you have just purchased a
new sound system for your car but that you do not have insurance to cover your
loss from theft. Under these circumstances you are likely to lock your car when-
ever you leave it, to park it in well-lighted places at night, to patronize only well-
patrolled parking garages, and so on.

Now suppose that you purchase an insurance policy. With the policy in force
you now may be less assiduous about locking your car or parking in well-lighted
places. In short, the very fact that your loss is insured may cause you to act so as
to increase the probability of a loss.
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Insurance companies attempt to set their premiums so that, roughly, the pre-
mium modestly exceeds the expected monetary value of the loss. Therefore, a pre-
mium that has been set without regard for the increased probability of loss due to
moral hazard will be too low and thus threaten the continued profitability of the
firm. Every insurer is aware of this problem and has developed methods to minimize
it. Among the most common are coinsurance and deductibles. Under coinsurance
the insuree shoulders a fixed percentage of his loss; under a deductible plan, the
insuree shoulders a fixed dollar amount of the loss, with the insurance company
paying for all losses above that amount. In addition, some insurance companies of-
fer reductions in premiums for certain easily established acts that reduce claims.
For example, life and health insurance premiums are less for non-smokers; auto
insurance premiums are less for non-drinkers; and fire insurance rates are lower
for those who install smoke detectors.

2. Adverse Selection The other major problem faced by insurance compa-
nies is called adverse selection. This arises because of the high cost to insurers
of accurately distinguishing between high- and low-risk insurees. Although the
law of large numbers helps the company in assessing probabilities, what it cal-
culates from the large sample are average probabilities. The insurance premium
must be set using this average probability of a particular loss. For example,
insurance companies have determined that unmarried males between the ages of
16 and, say, 25, have a much higher likelihood of being in an automobile acci-
dent than do other identifiable groups of drivers. As a result, the insurance pre-
mium charged to members of this group is higher than that charged to other
groups whose likelihood of accident is much lower.

But even though unmarried males between the ages of 16 and 25 are, on av-
erage, much more likely to be involved in an accident, there are some young men
within that group who are even more reckless than average and some who are much
less reckless than the group’s average. If it is difficult for the insurer to distinguish
these groups from the larger group of unmarried males aged 16 to 25, then the pre-
mium that is set equal to the average likelihood of harm within the group will seem
like a bargain to those who know they are reckless and too hi gh to those who know
that they are safer than their peers.

Let us assume, as seems reasonable, that in many cases the individuals know
better than the insurance company what their true risks are. For example, the in-
sured alone may know that he drinks heavily and smokes in bed or that he is in-
tending to murder his spouse, in whose insurance policy he has just been named
principal beneficiary. If so, then this asymmetrical information may induce only
high-risk people to purchase insurance and low risk people to purchase none.

The same devices that insurance companies employ to minimize risks of moral
hazards also may serve to minimize the adverse selection problem. Coinsurance
and deductible provisions are much less attractive to high-risk than to low-risk in-
surees so that an insuree’s willingness to accept those provisions may indicate to
the insurance company to which risk class the applicant belongs. Exclusion of bene-
fits for loss arising from pre-existing conditions is another method of trying to
distinguish high- and low-risk people. The insurer can also attemnpt, over a longer
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time horizon, to reduce the adverse selection bias by developing better methods of
discriminating among the insured, such as medical and psychological testing, so
as to place insurees in more accurate risk classes.

REVIEW QUESTIONS

2.1.

2.2.

2.3.

2.4.

2.5.

2.6.

2.7.

2.8.

Define the role of the mathematical concepts of maximization and
equilibrium in microeconomic theory.

Define and distinguish between productive efficiency and allocative
efficiency.

What are consumers assumed to maximize? What are some constraints
under which this maximization takes place? Describe the individual
consumer’s constrained maximum. Can you characterize this con-
strained maximum as a point where marginal cost and marginal benefit
are equal?

A married couple with children is considering divorce. They are nego-
tiating about two elements of the divorce: the level of child support that
will be paid to the partner who keeps the children, and the amount of
time that the children will spend with each partner. Whoever has the
children would prefer more child support from the other partner and
more time with the children. Furthermore, the partner who keeps the
children believes that as the amount of child support increases, the
value of more time with the children declines relative to the value of
child support.

a. Draw a typical indifference curve for the partner who keeps the
children with the level of child support on the horizontal axis and the
amount of time that the children spend with this partner on the vertical
axis. Is this indifference curve convex to the origin? Why or why not?

b. Suppose that the partner who keeps the children has this utility
function: u = cv, where ¢ = the weekly level of child support and v =
the number of days per week that the children spend with this partner.
Suppose that initially the weekly support level is $100, and the num-
ber of days per week spent with this partner is 4. What is the utility to
this partner from that arrangement? If the other partner wishes to
reduce the weekly support to $80, how many more days with the chil-
dren must the child-keeping partner have in order to maintain utility at
the previous level?

Define price elasticity of demand and explain what ranges of value it
may take.

Use the notion of opportunity cost to explain why “There’s no such
thing as a free lunch.”

True or False. The cost of a week of vacation is simply the money cost
of the plane, food, and so forth. (Explain your answer.)

What are firms assumed to maximize? Under what constraints do firms
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2.10.
2.11.

2.12.

2.13.

2.14.

2.15.

2.16.
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perform this maximization? Describe how the individual firm deter-
mines the output level that achieves that maximum. Can you character-
ize the firm’s constrained maximum as one for which marginal cost
equals marginal benefit?

Characterize these different market structures in which a firm may
operate: perfect competition, monopoly, oligopoly, and imperfect
competition. Compare the industry output and price in a perfectly
competitive industry with the output and price of a monopolist.

What conditions must hold for a monopoly to exist?

Suppose that the local government determines that the price of food is
too high and imposes a ceiling on the market price of food that is
below the equilibrium price in that locality. Predict some of the conse-
quences of this ceiling.

The minimum wage is typically set above the market-clearing wage in
the market for labor. Using a graph with an upward-sloping supply of
labor, a downward-sloping demand for labor, with the quantity of labor
measured on the horizontal axis and the wage rate measured on the verti-
cal axis, show the effect on the labor market of a minimum wage set
above the equilibrium wage rate.

True or False: In Japan, workers cannot be fired once they have been
hired; therefore, in Japan a minimum wage law (where the minimum
would be set above the wage that would cause the market for labor to
clear) would not cause unemployment.

In the last decade, no-fault divorce laws have become the norm. Ignor-
ing for the sake of this problem all the other factors that influence the
marriage decision and that have changed during the same time period,
what does the move to no-fault divorce do to the implicit (legal) price
of divorce? What would be your prediction about the effect of this
change in the implicit price of divorce on the quality and quantity of
marriages and divorces? If in the next decade, the states were to repu-
diate the experiment in no-fault divorce and return to the old regime,
would you predict a change in the quality and quantity of marriages
and divorces?

The Truth-in-Lending Act (15 U.S.C. §§1601-1604 (1982)) requires
the uniform disclosure of the interest rate to borrowers in a readily
intelligible form. Assume that before the Act, there was uncertainty
among borrowers about the true level of the interest rate, but that after
the Act, that uncertainty is reduced. What effect on the amount of
borrowing would you predict from passage of the Act? Would there
be disproportionate effects on the poor and the rich? Why? Does the
Act increase the marginal cost of lenders? Does it reduce the profits
of lenders?

What is general equilibrium and under what conditions will it be
achieved? What are the welfare consequences of general equilibrium?
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2.17.

2.18.

2.19.

2.20.

2.21.

2.22.

What are the four sources of market failure? Explain how each of
them causes individual profit- and utility-maximizers to make deci-
sions that may be privately optimal but are socially suboptimal. What
general policies might correct each of the instances of market failure?

Which of the following are private goods and might, therefore, be

provided in socially optimal amounts by private profit-maximizers?
Which are public goods and should, therefore, be provided by the

public sector or by the private sector with public subsidies?

a. A swimming pool large enough to accommodate hundreds of
people.

b. A fireworks display.

c. A heart transplant.

d. Vaccination against a highly contagious disease.
e. A wilderness area.

f. Vocational education.

g. On-the-job training.

h. Secondary education.

‘What is meant by Pareto efficiency or Pareto optimality? What is the
importance of the initial distribution of resources in determining what
the distribution of resources will be after all Pareto improvements have
been made?

A valuable resource in which we typically forbid voluntary exchange
is votes. This may be inefficient in that, as we have seen, given any
initial endowment of resources, voluntary exchange always makes
both parties better off (absent any clear sources of market failure).
Show that it would be a Pareto improvement (i.e., that at least some
people would be better off and no one would be worse off) if we were
to allow a legal market for votes. Are there any clear sources of mar-
ket failure in the market for votes? If so, what regulatory correctives
would you apply to that market? Is it bothersome that there is a wide
variance in income and wealth among the participants in this market,
and if so, why is that variance more troubling in this market than in
others, and what would you do about it in the market for votes?

Distinguish between the Pareto criterion for evaluating a social
change in which there are gainers and losers and the Kaldor-Hicks (or
potential Pareto) criterion.

What is a dominant strategy in a game? Where both players in a two-
person game have a dominant strategy, is there an equilibrium solution
for the game? What is a Nash equilibrium? Is a dominant-strategy
equilibrium a Nash equilibrium? What are the possible shortcomings
of a Nash equilibrium in a game?
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Chapter 3

AN INTRODUCTION
TO LAW AND
LEGAL INSTITUTIONS

“You are old,” said the youth, “and your jaws are too weak
For anything tougher than suet.
Yet you finished the goose, with the bones and the beak.
Pray, how do you manage to do it?”
“In my youth,” said his father, “I took to the law,
And argued each case with my wife.
And the muscular strength, which it gave to my jaw,
Has lasted the rest of my life.”
From “Father William” in Lewis Carroll,
ALICE'S ADVENTURES IN VWWONDERLAND

“The life of the law has not been logic: it has been experience. The felt necessi-
ties of the time, the prevalent moral and political theories, institutions of public
policy, avowed or unconscious, even the prejudices which judges share with
their fellow-men, have had a good deal more to do than the syllogism in deter-
mining the rules by which men should be governed.”
Oliver Wendell Holmes,
THe CoMMON Law 1 (1881)

. N ECONOMIST WHO picks up a law journal will understand much more
% of it than a lawyer who picks up an economics journal. For this reason, it
is not hard to convince a lawyer that he does not know economics. (Convincing
him that he should learn economics is harder!) On the other hand, economists are
sometimes hard to convince that any aspect of social life is not, at its root, really
economics. With respect to the law, economists sometimes wonder what lawyers
really study: Is the law a branch of philosophy? Is it a list of famous cases? Is it
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a collection of rules? Perhaps economists imagine that knowledge must have a
mathematical form and that is why they are unappreciative of lawyers.

In any case, economists cannot contribute significantly to law without study-
ing it. This chapter, therefore, provides an introduction to the law for nonlawyers.
We shall explain, first, differences and similarities between the two great legal tra-
ditions that spread from Europe to much of the world; second, the structure of the
United States’ federal and state court systems; third, how a legal dispute gets
raised and resolved in systems like that of the United States; and finally, how the
legal rules made by judges evolve.

I. THE CIVIL LAW AND THE COMMON
LAW TRADITIONS

Legislatures make laws by enacting bills, which judges must interpret and ap-
ply. If legislation is deliberately vague or inadvertently ambiguous, judges can
choose among several different interpretations. Sometimes the choice of an inter-
pretation overshadows the enactment of the bill, in which case the judge makes the
law more than the legislature. Judges make law by mterpretmg ]eglslauon in all
legal systems with independent courts. ‘ -

Judges make law in other ways as well. In medieval Europe, the king in most
countries could issue pronouncements that were law, and the king’s courts pos- -
sessed similar powers. However, the king’s courts were not free to pronounce as
law any command that they wished. According to one tradition in legal theory, the
courts of the English king were to examine community life and “find” law as it al-
ready existed. The courts of the English king were to select among social norms
and enforce some of them. These enforceable social norms were supposedly the
“laws of nature,” which reason and necessity prescribed.

The finding of a rule of law by a court of the English king created a precedent
that future courts were expected to follow. Precedent was followed flexibly, not
slavishly, so the law changed gradually. Over many years, the king’s courts “found”
many important laws, especially in the areas of crimes, property, contracts, and ac-
cidents (“torts™). These findings are called “the common law” because they are al-
legedly rooted in the common practices of people. Common law is still applied in
the English-language countries, except where superseded by legislation.

The history is different in France and the other countries of Europe: When
France revolted at the end of the eighteenth century, the revolutionaries thought
that the judges were as corrupt and worthless as the king, so they killed the king
and extinguished his laws, thus abolishing the common law of France. A compre-
hensive set of statutes was required to fill the void, so people would know what
counts as property, how a valid contract is formed, and who is to bear the cost of
accidents. Napoleon supplied them by commissioning legal scholars to draft the
rules called the Code Napoleon, which was promulgated in 1804. The scholars
who drafted it took as their model the Corpus Juris Civilis (“The Body of the Civil
Law”), which was compiled and edited in AD 528-534 at the behest of the Ro-
man Emperor Justinian. Thus, the French revolutionaries looked to ancient sources
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and pure reason for law, rather than to the more immediate heritage derived from
medieval times.

Napoleon’s armies spread the Code Napoleon through much of Europe, where
it remained long after his troops withdrew. Similarly, Europeans spread their law
throughout the world, and this influence persisted long after the colonial empires
collapsed. The civil law tradition predominates in most of Western Europe, Cen-
tral and South America, the parts of Asia colonized by European countries other
than Britain, and even in pockets of the common law world such as Louisiana,
Quebec, and Puerto Rico. The common law tradition, which originated in En-
gland, prevails not only in Great Britain, but also in Ireland, the United States,
Canada, Australia, New Zealand, and the parts of Africa and Asia that Britain col-
onized, including India.

Besides these two great traditions, the unique history of each country puts its
own stamp on the law. For example, Japan, which was never colonized, voluntar-
ily adopted a code that draws heavily on the German civil code while yet remain-
ing distinctively Japanese. In much of the Middle East, Islamic law blended with,
or displaced, the law of the European colonialists. In eastern Europe, communism
bent the civil law tradition to its own purposes, and now the post-communist re-
gimes are trying to straighten it.

The common law-and civil law traditions differ significantly with respect to
how judge-made law is justified. Common law judges traditionally justify their
findings of law by reference to precedent and social norms, or by broad require-
ments of rationality presupposed by public policy. Civil law judges traditionally
justify their interpretation of a code directly by reference to its meaning, which
scholars tease out in lengthy commentaries. The difference in the pattern of
justification affects the training of lawyers. The common law method is taught by
reading cases and arguing directly from them, whereas the civil law method is
taught by reading the code and arguing from commentaries on it.

All such generalizations about the difference between the two traditions,
however, seem simplistic relative to the subtlety and complexity of reality. For ex-
ample, although the United States is ostensibly a common law country, the Ameri-
can states have tried to obtain greater uniformity in commercial law by enacting the
Uniform Commercial Code. Deciding disputes that fall under the Uniform Com-
mercial Code in America has many similarities to deciding disputes that fall under
the French civil code. Additionally, the American Law Institute, an organization
founded in the 1920s, meets periodically to restate the law as it is emerging in the
various states. These restatements, such as the Restatement (Second) of Contract
Law and the Restatement (Second) of Tort Law, serve a similar function to the
codes that are thought to be characteristic of the civil law countries. Comparative
law scholars vigorously debate whether the differences between civil and common
law are more apparent than real.

Besides the difference in history between common and civil law, the laws are
applied differently in the two traditions. In the common law countries, the argu-
ments for the two sides in a dispute are made exclusively by their lawyers, and the
judge is not supposed to direct a line of questioning or develop an argument. In
this adversarial process, the judge acts more or less as a neutral referee who
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makes the lawyers follow the rules of procedure and evidence. The principle un-
derlying the adversarial system is that the truth will emerge from a vigorous de-
bate by the two sides. .

In contrast, the civil law judge takes an active role in directing questions and
developing arguments. In this inquisitorial process, the judge is supposed to fer-
ret out the truth. The lawyers often have to respond to the judge, rather than de-
velop the case themselves. The principle underlying the inquisitorial system is that
the court has a direct interest in finding the truth regarding private disputes or
crimes.

Another difference between the two systems concerns the use of juries. In the
common law system, the judge was originally supposed to decide questions of
law, whereas the jury was supposed to decide questions of fact. In America, either
party to a dispute usually has the right to a jury trial, although both parties some-
times waive this right and allow the judge to decide matters of fact, as well as mat-
ters of law. In England, the jury has been abolished in almost all civil trials since
1966,! but it is often used in criminal trials. (Notice the different use of “civil” in
the preceding sentence.?) In France, however, the jury has been abolished for all
trials except the most serious crimes, like murder. In general, the abolition of ju-
ries is more advanced in continental Europe than in some common law countries.

In every legal system, laws form a hierarchy. The constitution-takes -prece-—-
dence over statutes, and statutes usually take precedence over rules issued by the
executive or government agencies. In countries with common law, statutes take .
precedence over it. “Taking precedence” means that the higher law prevails in the -
event of conflict. The courts, as the main interpreters of law, must decide whether
laws conflict. We have explained that judges make law indirectly by interpreting
statutes or codes. Another way that judges make law is by finding a conflict be-
tween laws and setting aside the lower-level law. Finally, judges make common
law directly in those countries that maintain the common law system — a process
we explain later in this chapter.

Constitutions are necessarily general and vague, so their interpretation is es-
pecially problematic. The power to review legislation for its constitutionality
gives courts the power, in principle, to set aside laws enacted by the legislature.
This power is potentially dangerous because it brings judges into conflict with the
elected representatives of the nation. The extent to which this power is exercised
varies greatly from one country to another. In the United States, the federal courts
have few limits on their ability to strike down laws that, in the courts’ opinion,
contradict the constitution. Some of the most profound laws in America have been
made by courts interpreting the constitution, as in Brown v. Board of Education in

' Defamation is the exception.

2“Civil law” has two meanings. It may refer to the system of law in most of continental Europe that re-
jects common law. In addition, “civil law” refers to laws controlling disagreements between two pri-
vate parties, which might arise, say, from a broken contract or an automobile accident. In this latter
sense, the opposite of “civil law” is criminal law, in which actions are initiated by the state’s prosecu-
tor against someone accused of violating a criminal statute, such as forgery or murder. Thus the com-
mon law of, say, contracts can be described as “civil law,” meaning “private law” or “not criminal law.”
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1954, which eventually ended laws mandating racial segregation of schools. In
other countries, such as Great Britain, the courts do not have the power to review
statutes for their constitutionality, and the courts never strike, down legislation as
unconstitutional. The scope of constitutional review, which is fundamental to the
power and prestige of courts, has no necessary connection with whether the coun-
try’s legal tradition is common or civil law.

Il. THE INSTITUTIONS OF THE FEDERAL AND THE STATE
COURT SYSTEMS IN THE UNITED STATES

In the United States, whether at the state or the federal level, the court systems
are organized in three tiers. These tiers constitute a hierarchical pyramid, with a
very broad base of many courts, an intermediate level with a smaller number of
courts, and a single court at the top of the pyramid. At the lowest level are the trial
courts of general jurisdiction. These are the “entry level” courts where a wide ar-
ray of civil and criminal disputes are first heard. The trial courts of general juris-
diction are “courts of record”; that is, the proceedings are written down and saved
by the government. In the state systems these courts are usually organized along

county lines. For example, in the State of Illinois there are 102 counties, and each .

has a circuit court that serves as the trial court of general jurisdiction within the
county. These trial courts have different names in different states: in California they
are called superior courts; in New York State, supreme courts. The nearly univer-
sal practice is for each civil and criminal case to be tried to a single judge and pos-
sibly to a jury.

In the federal system the entire country is divided into 93 judicial districts,
each of which contains a federal district court, which is the trial court of general
jurisdiction for the federal judiciary. Every state in the Union has at least one fed-
eral district court, and about half have only one. The District of Columbia has its
own district court. The larger states, where larger numbers of disputes involving
federal questions arise, have up to four district courts, usually organized along geo-
graphical divisions of the state. New York has four districts: the Southern, the
Northern, the Eastern, and the Western. Illinois has three federal districts: the
Northern, the Central, and the Southern. The number of federal judicial districts has
remained fixed at 93 for a long time. As the volume of federal litigation has grown,
Congress has responded not by creating more districts but by appointing more
judges within each district. One of the busiest districts is the Southern District of
New York, which contains most of New York City, and there are 25 judges on that
district’s bench. Another busy district, the Northern District of Illinois, has 12.
The usual procedure in the federal districts is for a single judge to hear each case,
but a three-judge panel sometimes hears a case.

In addition, the federal court system includes several specialized tribunals. For
example, there are special tax courts, and the federal administrative agencies, such
as the Interstate Commerce Commission and the Federal Communications Com-
mission, have administrative law judges who hear arguments about matters before
those agencies.
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Above the trial courts in the state and federal systems are appellate courts or
courts of appeal. In most state court systems, there is only one court of appeal. But
about one-third of the states and all of the federal districts have intermediate ap-
pellate courts that stand between the trial courts of general jurisdiction and the
highest court or court of last resort. For example, in Illinois there are twenty in-
termediate appellate courts. Where these courts exist, parties from the trial court
may appeal that lower decision “as of right.” That means that, so long as they are
willing to pay the costs involved, parties may always seek appellate review of a
lower court’s judgment. Appeal is also a right in the federal system, at least from
the district courts to the intermediate courts of appeal.

While there may be a right for either party to appeal the judgment of the trial
courts of general jurisdiction, matters may be different if either party wishes to ap-
peal the judgment of an intermediate appellate court. In both the state and the federal
judiciary, the highest appellate court typically has a discretionary right to review. This
means that the Supreme Court of Illinois, the Supreme Court of the United States, and
all other courts of last resort may select which cases they will review, within certain
limits. Some cases — for example, disputes between two states — come to the United
States Supreme Court directly and without the discretion of the justices. And in many
states the highest court is obligated to review death sentences. Thus the United States
Supreme Court and the highest courts in the states control most but-not all of their—-—-
docket. ‘

An intermediate court of appeal in the federal judiciar); is called the “Court
of Appeals for the ___ Circuit.” There are twelve of these circuits, as Figure 3.1
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indicates. Eleven of these courts of appeal are numbered; for example, the First
Circuit is in New England; the Seventh Circuit covers Indiana, Illinois, and Wis-
consin; and the Ninth Circuit covers the West Coast, some of. the mountain states,
and Alaska and Hawaii. The District of Columbia constitutes its own circuit and
also has its own district court. All the other circuits include several states. An un-
successful litigant from the federal district court can take an appeal, as a matter of
right, to the court of appeals. Those courts usually sit in a panel of three judges.
Sometimes, for a particularly significant case, all of the circuit judges will sit to-
gether to decide the case. In that case the court is said to be sitting en banc or
“in bank.” Where more than one judge hears a case, the matter is decided by ma-
jority vote.

The Supreme Court of the United States is the highest court in the federal ju-
diciary. That court has nine members, consisting of the Chief Justice of the United
States and eight associate justices. All of the justices, rather than a panel, decide
each case. The Court begins its work on the first Monday in October and con-
cludes its term some time in June of the following year. The workload of the
Supreme Court has increased significantly over the last quarter of a century. Typ-
ically, the justices decide less than 10% of the cases submitted to them for review.
There is lively dispute about whether this figure is too large or too small. In the re-
cent past some commentators have urged Congress to establish a national court of
appeals between the courts of appeals and the Supreme Court. The argument is
that this National Court would handle the more routine appeals arising from the
twelve circuits (e.g., those in which there is a split among the circuits, which means
that some circuitsisay the law is one way and other circuits say the opposite). Pro-
ponents say this would free up the Supreme Court to devote more of its energies
to truly important cases.

Finally, there are rules that specify whether a dispute should be heard in the
state or the federal court system. This is often a matter of great strategic significance
in an attorney’s handling of a case. The rules for resolving who should hear a case
are complex and themselves constitute a special course in law school called “Con-
flict of Laws.” The general rules for deciding jurisdiction are relatively straight-
forward. State courts have jurisdiction in disputes involving state statutes or in
civil actions between residents of that state or in cases arising under federal law
when Congress has not given exclusive jurisdiction to the federal courts.

The jurisdiction of the federal courts is defined by Congress, through the
powers assigned in the Constitution. That jurisdiction is limited to three principal
areas:

1. Federal questions, that is, those matters arising under the United
States Constitution or federal laws or treaties.’

2. Cases to which the United States is a party. Typically, these are crim-
inal cases under federal statute law.

3There used to be a minimum dollar amount in controversy ($10,000), even in a federal question, be-
fore parties were allowed access to the federal courts. That minimum no longer applies.
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3. Diversity cases — any civil dispute, involving more than $50,000,
between citizens of different states. In the late 18th century, Congress
allowed these disputes to be removed from state to federal courts
because it felt that state loyalties were so strong that the citizen of
another state might lose in a state court, regardless of the merits of
his or her case, simply because he or she was a “foreigner.”*

In the event that a federal district court hears a diversity dispute not involving .,

a federal question, the Court will generally apply the law of the state in which it
sits. Today diversity of citizenship is no longer as compelling a reason for the fed-
eral courts to assume jurisdiction as it was 200 years ago. Indeed, former Chief
Justice Burger urged Congress to ease the caseload of the federal judiciary by en-
tirely removing the diversity cases from federal jurisdiction.’

As to the selection and tenure of judges, there are two broad practices. For the
federal bench, the rule is appointment by the President with the advice and consent
of the Senate for life tenure with removal only by impeachment by the House of
Representatives and conviction by the Senate. For state judges in a majority of the
states, the rule is election to the bench and limited tenure. For the remainder of the
states, the state judiciary is nominated by the executive branch and approved by
the legislature for varying, but fixed, terms. - b — ——=- - -

lll. THE NATURE OF A LEGAL DISPUTE

A legal dispute arises when someone claims to have been harmed at the hands
of another. It is possible that the victim and the injurer can resolve their dispute
themselves, but sometimes they cannot. The person who feels injured may believe
that he has a cause of action, that is, a valid legal claim against another person or
organization. To assert that action, he files a complaint and is, therefore, referred
to as the plaintiff. The complaint must state what has happened, why the plaintiff
feels that he has been injured, what area of law is involved, what statute or other law
is relevant, and what relief he wishes the court to give him. The service of a lawyer
is required to draft the complaint.

The person who is alleged to have injured the victim or plaintiff is called the
defendant and must answer the complaint. The answer does not go into detail about
the matters at hand; rather, it is a short statement of what the defendant intends to

argue in detail if the matter goes to trial. Thus, the answer may say that the facts

as alleged are true but that even so, the defendant is not legally responsible for the
plaintiff’s misfortune. Figuratively, this form of answer says, “So what?” Or the
answer may say that the facts as alleged in the complaint are incorrect and that

4Congress has varied the minimum amount in controversy in diversity cases in order to alter the case-
load in the federal judiciary. Clearly, the greater the minimum amount, the fewer the number of di-
versity cases that will be eligible for resolution by the federal courts.

5But there is still an argument for maintaining federal jurisdiction in diversity cases where the benefits
of a decision accrue to the people of one state and the costs fall on the people of another state.
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when the true facts are known, the defendant will be seen to be innocent of any
wrongdoing.

The dispute may well stop at this point. A judge must make a determination,
based on the complaint and the answer, whether there is sufficient reason to pro-
ceed to trial. The judge may determine that the plaintiff has failed to state a valid -
cause of action or that the defendant has made a complete and convincing answer
to the complaint. If so, she might dismiss the complaint or enter summary judg-
ment for the defendant. Usually, she will allow the parties to proceed to trial. Par-
ties may appeal from a summary judgment or a dismissal.

If the dispute proceeds to trial, a jury may be empaneled to determine the facts,
or else the case will be tried to a judge without a jury. Each side will develop evi-
dence and testimony in support of its assertions, and then the jury or judge will re-
tire to determine who wins. The standard that the jury or judge will use to make this
determination is by a preponderance-of-the-evidence. That means, simply, that if
the plaintiff’s arguments are more believable than the defendant’s, then the plaintiff
wins; if the defendant’s are more believable, the defendant wins. Some people say
that the preponderance-of-the-evidence standard means that if the plaintiff’s story
is 51% believable, she wins. Notice that this standard, which is the routine stan-
dard in cases involving private parties as litigants, is different from the one that is
~ used in criminal proceedings. There, the prosecution must convince the jury that- -
the defendant is guilty beyond a reasonable doubt, a much more exacting standard
than is preponderance-of-the-evidence. The courts can and have established other
standards for prevailing in court. For example, clear and convincing evidence is
an easier standard to meet than beyond a reasonable doubt.

The jury returns with a verdict, which says, simply, which party wins. But the
verdict is not the end of the matter. The judge must enter judgment on the verdict.
It is the judgment, not the verdict, that is the controlling action of the court. Most
of the time the judge issues a judgment that follows exactly the jury verdict. But
in a few rare cases the judge decides that the jury got the matter entirely wrong
and enters a judgment non obstante verdicto or j.n.o.v. (judgment notwithstand-
ing the verdict), holding the exact opposite of what the jury decided.

In a civil dispute, either party, winner or loser, may appeal the court’s holding.
The winner may appeal because he feels that he has not received everything to which
he is entitled; the loser may appeal for the obvious reason that he thinks that he ought
to have won. Interestingly, the ground for the appeal must be that the court below
made a mistake about the relevant law, including the relevant general principle that
the court applied and the procedures that were used in court, but not about the facts.
For instance, the appellant (the party filing the appeal) may allege that the judge gave
the jury improper instructions about what the relevant lJaw was or about what facts
they could and could not consider or that the judge improperly excluded some evi-
dence or testimony from the jury’s consideration.

At the appellate level there will be no new evidence or facts introduced. The ap-
pellate court takes the facts as developed in the trial court as given. The only people
1o appear before the appellate panel will be the attorneys for the appellant and ap-
pellee. The attorneys will submit written briefs to the appellate panel and then ap-
pear before the panel for oral argument, during which they may receive very close
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questioning on the matters at hand. There may be additional briefs submitted by par-
ties who are called amici curiae (friends of the court); these parties are not directly
involved in the legal dispute but feel that the legal issue involved touches their in-.
terests sufficiently that they would like the court to consider their arguments in ad-
dition to those of the appellant and appellee.

The appellate panel retires to consider the matter and at some later time issues
its opinion. The judges may be in unanimous agreement and issue only one opin-
ion. However, there may be a split in the panel, and that split may result in multiple
opinions: a majority and a minority or dissenting opinions.

IV. HOW LEGAL RULES EVOLVE

‘We now consider a sequence of cases in order to apply the preceding ideas and
show how law evolves. The three cases come from England and concern tort law,
which covers accidents.

BUTTERFIELD V. FORRESTER, 11 East 60 (K.B., 1809)¢

This was an action on the case for obstructing a highway, by means of which ob-
struction the plaintiff [Butterfield], who was riding along the road, was thrown down
with his horse, and injured, etc. At the trial before BAYLEY, J.7 at Derby, it appeared
that the defendant [Forrester], for the purpose of making some repairs to his house,
which was close by the roadside at one end of the town, had put up a pole across part
of the road, a free passage being left by another branch or street in the same direc-
tion. That the plaintiff left a public house [a tavern] not far distant from the place in
question at 8 o'clock in the evening in August, when they were just beginning to light
candles, but while there was light enough left to discern the obstruction at one hun-
dred yards distance; and the witness who proved this, said that if the plaintiff had not
been riding very hard, he might have observed and avoided it; the plaintiff, however,
who was riding violently, did not observe it, but rode against it, and fell with his horse
and was much hurt in conseguence of the accident; and there was no evidence of his
being intoxicated at the time. On this evidence, BAYLEY, J., directed the jury, that if a
person riding with reasonable and ordinary care could have seen and avoided the ob-
struction; and if they were satisfied that the plaintiff was riding along the street ex-
tremely hard, and without ordinary care, they should find a verdict for the defendant,
which they. accordingly did.

QUESTION 3.1:

a. Who is the plaintiff? What is he asking the court to do?
b. Is there a statute involved in this dispute?

¢Qur selection and discussion of these cases owes a great debt to the stimulating lectures given by Pro-
fessor Bob Summers to the Fifth Legal Institute for Economists.

7“].” means judge, and by tradition, opinions are headed by the last name of the justice who wrote the
majority opinion, followed by “I.” or “C.J.” for chief judge or chief justice.
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¢. Who won?
d. Was the jury asked to determine fact or law? How was the law stated?

e e A S R N YR T

When this case was tried, English law accepted the settled principle that a de-
fendant whose negligence caused the plaintiff’s injury would be held liable. Con-
sequently, the judge instructed the jury that the defendant should be held liable if
he could have avoided the accident by taking “reasonable” care. This case pre-
sented a novel issue: suppose that the defendant was negligent, but further suppose
that the victim was also negligent. Should the defendant be held liable for the vic-
1im’s losses? This novel issue caused an appeal of the case. An excerpt from the
opinion of the judge in this appeal follows.

LORD ELLENBOROUGH, C.J. A party is not to cast himself upon an obstruction
which had been made by the fault of another, and avail himself of it, if he does not
himself use common and ordinary caution to be in the right. In case of persons
riding upon what is considered to be the wrong side of the road, that would not
authorize another purposely to ride up against them. One person being in fault will
not dispense with another’s using ordinary care for himself. Two things must concur
to support this action: an obstruction in the road by the fault of the defendant, and
no want of ordinary care to avoid it on the part of the plaintiff. ... [Clontributory
negligence is a complete bar to recovery.

QUESTION 3.2:

a. Who appealed the judgment?
b. Who won the appeal?
¢. What is the judge’s holding?

When precedent does not provide a clear rule for resolving a dispute, the
judges must create one. Novel disputes are the occasion for altering the law
made by judges. Lord Ellenborough created a new precedent in this case. How
broad is the new precedent? The case is unclear. Under a narrow interpretation,
the judge held that riders of horses cannot recover money damages for their in-
juries from a negligent defendant if they do not ride with ordinary care, and this
lack of care contributes to the accident. This narrow interpretation says that the
rule applies only to accidents like this one. Indeed, Lord Ellenborough’s example
of a horseman riding on the wrong side of the road into another horseman rid-
ing on the correct side would seem to support this narrow interpretation. But a
broader interpretation of the court’s holding is possible, and did, in fact, come to
be the common interpretation. Under a broad interpretation of the holding, Lord
Ellenborough held that no plaintiffs can recover when their own negligence con-
iributes to their injury (even if the defendant was negligent). This was new law.

Subsequently, another novel case arose involving similar facts.



68 CHAPTER 3  Anlintroduction to Law and Legal Institutions

DAVIES V. MANN, 10 M. & W. 545 (Ex., 1842)®

At the trial, before ERSKINE, J., it appeared that the plaintiff, having fettered the fore-
feet of an ass belonging to him, turned it into-a public highway, and at the same time
in question the ass was grazing on the off side of a road about eight yards wide, when
the defendant’s wagon, with a team of three horses, coming down a slight descent,
at what the witness termed a smartish pace, ran against the ass, knocked it down,
and the wheels passing over it, it died soon after . . . The learned judge told the jury,
that . . . if they thought that the accident might have been avoided by the exercise of
ordinary care on the part of the driver, to find for the plaintiff. The jury found their ver-
dict for the plaintiff. . . . i

Godson now moved for a new trial, on the ground of misdirection. [That is, the de-
fendant’s lawyer appealed the judgment on the ground that the judge in the trial court
had incorrectly instructed the jury on the law to be applied to the facts in this case.]
The act of the plaintiff in turning the donkey into the public highway was an illegal
one, and, as the injury arose principally from that act, the plaintiff was not entitled to
compensation for that injury which, but for his own unlawful act would never have
occurred. . . . The principle of law, as deducible from the cases is, that where an acci-
dent is the result of faults on both sides neither party can maintain an action. Thus, in
Butterfield v. Forrester, 11 East 60, it was held that one who is injured by an obstruc-

- tion-on-a-highway, against which he fell, cannot maintain an action, if it appear that

he was riding with great violence and want of ordinary care, without which he might
have seen and avoided the obstruction.

8The traditional English court system that took shape in the late 12th century and prevailed until the
late 19th century consisted of three common law courts and a court of equity. The first of the common
law courts was the Court of Common Pleas. The members of that court were called “justices” and were
presided over by the chief justice. The court originally concentrated on civil disputes concerning lahd
but came to consider a wide range of civil disputes. The Court of King’s Bench, the second common
law court, was originally a criminal court but in time became a court of review over the civil issues ap-
pealed from the Court of Common Pleas. The third common law court was the Court of Exchequer of
Pleas or, simply, the Court of Exchequer. The Exchequer was the King’s treasury, and this court orig-
inally heard disputes arising from tax liability and other matters concerning the King’s revenue. By the
late 16th century, the Court of Exchequer had extended its jurisdiction to cover nearly all civil disputes.
Members of that court, in which the appeal in Davies v. Mann was heard, were called “‘baron,” abbre-
viated “B.,” and were presided over by the chief baron, abbreviated “C.B.”

The equity court was the Court of Chancery, so called because it was presided over by the chancel-
lor, the most important member of the king’s council. By the late 15th century, Chancery was estab-
lished as a separate court that dispensed a more flexible justice, especially in regard to remedies, than
did the common law courts. There is a great historical difference between the courts of law and the
courts of equity. One of the most important of those differences has to do with the types of remedies
available to a successful plaintiff. Roughly speaking, a court of law will award only compensatory
money damages. A court of equity will do more than that if the plaintiff can demonstrate that the loss
is such that money damages are not adequate compensation. In Chapter 4 we shall distinguish more
clearly between equitable and legal remedies.

In the Judicature Act of 1873 and the Supreme Court of Judicature (Consolidation) Act of 1925, the
British Parliament replaced all of these courts with a greatly simplified structure that drew no distinc-
tion between common law and equity. Today Britain has a court of appeals with separate civil and crim-
inal divisions.
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LORD ABINGER, C.B.

{A]s the defendant might, by proper care, have avoided injuring the animal, and did
not, he is liable for the consequences of his negligence, though the animal may have
been improperly there.

PARKE, B. ... [Tlhe negligence which is to preclude a plaintiff from recovering in
an action of this nature, must be such as that he could, by ordinary care, have avoided
the consequences of the defendant’s negligence. . . . [Allthough the ass may have
been wrongfully there, still the defendant was bound to go along the road at such a
pace as would be likely to prevent mischief. Were this not so, a man might justify the
driving over goods left on a public highway, or even over a man lying asleep there, or
the purposely running against a carriage going on the wrong side of theroad . . .

{New triat denied.]

QUESTION 3.3:

a. Who appealed the judgment?
b. Who won the appeal?
¢. What is the judge’s holding?

- A plaintiff has suffered a loss: his donkey was killed, allegedly because the
defendant was driving a wagon too quickly for the conditions on the road. How-
ever, the plaintiff himself was negligent for having left his donkey unattended, al-
though fettered, beside a public road. Strictly following the rule in Butterfield, the
plaintiff’s fault ot negligence contributed to his losses and thus should bar his re-
covery. That is precisely what Mann’s lawyer argued in appealing the judgment for
the plaintiff in the lower court. But at the trial, the jury believed that the facts in
Davies v. Mann were distinguishable from those in earlier cases in which a con-
tributorily negligent plaintiff was not allowed to recover from a negligent defen-
dant. There appear to be two reasons for excusing the plaintiff’s negligence in
Lord Abinger’s and Baron Parke’s opinions. First, there is the element of time. Al-
though the plaintiff was negligent in leaving his donkey unattended on the public
highway, the defendant’s negligence came afterward. And, if the defendant had not
been driving recklessly, he would have had time to avoid the donkey by stopping
or swerving. Apparently, the defendant’s negligence came afterward and con-
trolled the outcome. This doctrine has come to be known as the “last clear chance”
rule: if both parties to an accident are negligent, the party who had the last clear
chance to avoid the accident will be held responsible for losses arising from the
accident.

The second argument for excusing the plaintiff’s negligence is to encourage
precautions in the future by people situated like the defendant. Again, Baron Parke
puts the point nicely, “[A]lthough the ass may have been wrongfully there, still the
defendant was bound to go along the road at such a pace as would be likely to pre-
vent mischief. Were this not so, a man might justify the driving over goods left on
a public highway, or even over a man lying asleep there, or the purposely running
against a carriage going on the wrong side of the road.” This interpretation of the
law suggests that rules should create incentives for avoiding accidents.
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Notice that Davies v. Mann changes the law handed down in Butterfield v.
Forrester. The blanket rule from the earlier case — contributory negligence is a
complete bar to recovery — was amended by judges who faced a new situation.
We may say that after Davies v. Mann the legal rule became:

. . . /
contributory negligence is a complete bar to recovery unless the defen-
dant had the last clear chance to avoid the accident and did not take
that chance.

The “last clear chance” doctrine was quickly adopted throughout the common
law world.’

CONCLUSION

To summarize, we compared the two great legal traditions — the civil law and
the common law. We examined the hierarchical structure of U.S. courts. We saw
some of the general characteristics of a legal dispute: a plaintiff who alleges that
he or she has been wronged by a defendant and seeks the courts’ help in getting
relief. We learned some methods that judges use to resolve novel issues. Finally,
we looked at the evolution of the doctrine of contributory negligence as developed

by courts. This chapter provides a brief, selective introduction to some of the ba= -

sic facts about law, which we analyze using economics in the rest of the book.
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Chapter 4

AN ECONOMIC THEORY
OF PROPERTY

“There is nothing which so generally strikes the imagination and engages the
affections of mankind, as the right of property; or that sole and despotic domin-
ion which one man claims and exercises over the external things of the world, in
total exclusion of the right of any other individual in the universe. And yet there
are very few, that will give themselves the trouble to consider the origin and
foundation of this right.” ‘
William Blackstone, COMMENTARIES ON THE
Laws oF EnGLAND, Bk. I, Ch. 1, p.2 (1765-69)

In the African tribe called the Barotse, “property law defines not so much the
rights of persons over things as the obligations owed between persons in respect
of things.”
Max Gluckman, IDEAS IN BAROTSE
JURISPRUDENCE 171 (1965)

“[T]he theory of the Communists may be summed up in a single sentence: Aboli-
tion of private property.”

Karl Marx and Friedrich Engels,

THe CoMMUNIST MANIFESTO (1848)

HE LAW OF property supplies the legal framework for allocating resources

and distributing wealth. As the contrasting quotes above indicate, people and
societies disagree sharply about how to allocate resources and distribute wealth.
Blackstone viewed property as providing its owner with complete control over re-
sources, and he regarded this freedom to control material things as “the guardian
of every other right.” Gluckman found that property in the Barotse tribe conveyed
to its owner responsibility, not freedom. For example, the Barotse hold rich persons
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responsible for contributing to the prosperity of their kin. Finally, Marx and En-
gels regarded property as the institution by which the few enslaved the many.
Classical philosophers try to resolve these deep disputes over social organi-

zation by explaining what property really is. The appendix to this chapter provides
some examples of philosophical theories, such as the theory that property is an ex-
pectation (Bentham), the object of fair distribution (Aristotle), a means of self-
expression (Hegel), or the foundation of liberty in community life (Burke). Instead
of trying to explain what property really is, an economic theory tries to predict the
effects of alternative forms of ownership, especially the effects on efficiency and
distribution. We shall make such predictions about alternative property rules and
institutions.

Here are some examples of problems addressed by property rules and institu-
tions that we will analyze:

Example 1: “This morning in a remote meadow in Wyoming, a mule
was born. To whom does that mule belong?” ' Does the mule belong to
(1) the owner of the mule’s mother, (2) the owner of the property on which
she was born, (3) the lumber company that has leased the land, or (4) the
federal government because the property is a national park?

Example 2: Orbitcom, Inc., spent $125 million designing, launching,
and maintaining a satellite for the transmission of business data between
Europe and the United States. The satellite is positioned in a geosynchro-
nous orbit 25 miles above the Atlantic Ocean.2 Recently a natural resource-
monitoring satellite belonging to the Windsong Corporation has strayed so
close to Orbitcom’s satellite that the company’s transmissions between Eu-
rope and the United States have become unreliable. As a result, Orbitcom
has lost customers and has sued Windsong for trespassing upon Orbitcom’s
right to its geosynchronous satellite orbit.

Example 3: Foster inspects a house under construction in a new sub-
division on the north side of town and decides to buy it. The day after she
moves in, the wind shifts and begins to blow from the north. She smells a
powerful stench. Upon inquiring, she learns that a large cattle feedlot is lo-
cated north of the subdivision, just over the ridge, and, to make matters
worse, the owner of this old business plans to expand it. Foster joins other
property owners in an action to shut down the feedlot.

Example 4: Bloggs inherits the remnant of a farm from his father,
most of which has already been sold for a housing development. The re-
maining acreage, which his father called “The Swamp,” is currently used for
fishing and duck hunting, but Bloggs decides to drain and develop it as a res-
idential area. However, scientists at the local community college have deter-
mined that Bloggs' property is part of the wetlands that nourish local streams,

! This remarkable question is how Professor John Cribbet, one of the leading scholars of property law,
opens his first lecture on property to first-year law students at the University of Illinois College of Law.

2 A geosynchronous orbit means that the satellite is traveling around the Earth at exactly the same speed
at which the Earth is turning so that the satellite appears to remain stationary above a point on the
Earth’s surface.
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as well as the fish in the town’s river. The town council, hearing of Bloggs’
plans, passes an ordinance forbidding the draining of wetlands. Bloggs sues
for the right to develop his property, or, failing that, for an order compelling
the town to buy the property from him at the price that would prevail if de-
velopment were allowed.

Example 5: A county ordinance reqguires houses to be set back five
feet from the property line. Joe Potatoes buys some heavily wooded land in
an undeveloped area and builds a house on it. Ten years later Fred Parsley,
who owns the adjoining lot, has his land surveyed and discovers that Pota-
toes’ house extends two feet over the property line onto Parsley’s property.
Potatoes offers to compensate Parsley for the trespass, but Parsley rejects
the offer and sues to have Potatoes relocate the house in conformity with
the erdinance.

f

These five examples capture some of the most fundamental questions that any
system of property law must answer. The first and second examples ask how prop-
erty rights are initially assigned. Orbitcom apparently bases its ownership claim
on having placed a satellite in the orbit in dispute before anyone else. This claim
appeals to a legal principle called the rule of first possession, according to which
the first party to use an unowned resource acquires a claim to it. (How might this
rule apply to the mule born on the remote Wyoming meadow?) The general issue
raised here is, “How does a person acquire ownership of something?”

The second example also asks what kinds of things may be privately owned.
Orbitcom asserts that a satellite orbit may be privately owned like land or a musi-
cal composition, whereas Windsong feels, perhaps, that orbits should be publicly
owned and open to all on the same terms, like the high seas or a fashion style. Eco-
nomics has alot to say about the consequences of resources’ being privately owned,
publicly owned, or unowned.

The third example concerns a problem sometimes known as “incompatible
uses.” May one property owner create a stench on his own property that offends
his neighbors? In general, the law tries to prevent property owners from interfering
with each other, but in this example, as in many other cases, there is a tradeoff be-
tween competing activities. Is the cattle feedlot interfering with the homeowner by
creating the stench, or is the homeowner interfering with the feedlot by seeking to
shut it down? The legal outcome turns in part upon whether the stench constitutes a
“nuisance” as defined by law. Economics has a lot to say about this determination.

The fourth example, like the third, raises the question, “What may owners le-
gitimately do with their property?” The difference is that Example 3 concerns a
dispute between private owners and Example 4 concerns a dispute between a pri-
vate owner and a government. The specific question in Example 4 is whether a
property owner can develop his land according to his own wishes or must conform
to severe restrictions upon development imposed by a local government. The gen-
eral question concerns the extent to which government may constrain a private
owner’s use of her property. We will show that economics has a lot to say about
government’s regulating and taking private property.

In the last example, one property owner has encroached upon the land of an-
other, but that encroachment has gone undetected and without apparent harm for
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many years. The question raised by this example concerns the remedy for trespass.
Should the owner be denied a remedy because the trespass has persisted for so
long? Alternatively, should the court award compensatory damages to the owner?
Or should the court enjoin the trespasser and force him to move his house? As we
shall see, economics predicts the effects of various remedies and thus provides a
powerful tool for choosing the best one.

The examples raise these four fundamental questions of property law:

1. How are ownership rights established?

2. What can be privately owned?

3. What may owners do with their property?

4. What are the remedies for the violation of property rights?

In the next two chapters we shall be using economics to answer these ques-
tions. Traditional legal scholarship on property law is notoriously weak in its use
of theory, at least in comparison to contracts and torts.® This fact contributes to the
feeling of many students that the common law of property is diffuse and unorga-
nized. Through economics it is possible to give the subject more coherence and
order. In this chapter we concentrate on developing fundamental tools for the eco-
nomic analysis of property: bargaining theory, public goods theory, and the theory
of externalities. In the next chapter we apply these tools to a large number of prop-
erty laws and institutions.

I. THE LEGAL CONCEPT OF PROPERTY

From a legal viewpoint, property is a bundle of rights. These rights describe
what people may and may not do with the resources they own: the extent to which
they may possess, use, develop, improve, transform, consume, deplete, destroy,
sell, donate, bequeath, transfer, mortgage, lease, loan, or exclude others from their
property. These rights are not immutable; they may, for example, change from one
generation to another. But at any point in time, they constitute the detailed answer
of the law to the four fundamental questions of property law listed above.

Two facts about the bundle of legal rights constituting ownership are funda-
mental to our later understanding of property. First, the owner is free to exercise the
rights over his or her property, by which we mean that no law forbids or requires
the owner to exercise those rights. In our example at the beginning of the chapter,
Parsley can farm his land or leave it fallow, and the law is indifferent as to which
he chooses to do. Second, others are forbidden to interfere with the owner’s exer-
cise of his rights. Thus, if Parsley decides to farm his land, Potatoes cannot put
stones in the way of the plow. This protection is needed against two types of inter-
lopers — private persons and the government.

3In contracts and torts there was a classical theory that dominated American law at the beginning of
the twentieth century. The introductory chapters on contracts and torts describe these classical theo-
ries. There was, however, no classical theory of property of comparable coherence, detail, or stature.
Instead there is a long philosophical tradition of analyzing the institution of property ata very abstract
level. Some of these philosophical theories of property are described in the appendix to this chapter.
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The legal conception of property is, then, that of a bundle of rights over re-
sources that the owner is free to exercise and whose exercise is protected from in-
terference by others. Thus, property creates a zone of privacy in which owners can
exercise their will over things without being answerable to others, as stressed in
the preceding quote from Blackstone. These facts are sometimes summarized by
saying that property gives owners liberty over things.

This general definition of property is compatible with many different theories
of what particular rights are to be included in the protected bundle and of how to
protect those rights. It is also consistent with different accounts of the responsibil-
ities that a person assumes by becoming an owner. The law has tended to look be-
yond itself to philosophy for help in deciding which rights to include in the bundle
of property rights. In the appendix to this chapter we discuss some of these philo-
sophical approaches. ‘

In the approach taken in this chapter, we focus on how alternative bundles of
rights create incentives to use resources efficiently. An efficient use of resources
maximizes the wealth of a nation. We begin by showing how the right to exchange
property contributes to the nation’s wealth.

Il. BARGAINING THEORY*

To develop an economic theory of property, we must first develop the eco-
nomic theory of bargaining games. At first you may not see the relevance of this
theory to property law, but later you will recognize that it is the very foundation
of the economic theory of property. The elements of bargaining theory can be de-
veloped through an example of a familiar exchange — selling a used car. Consider
these facts:

Adam, who lives in a small town, has a 1957 Chevy convertible in good
repair. The pleasure of owning and driving the car is worth $3000 to
Adam. Blair, who has been coveting the car for years, inherits $5000 and
decides to try to buy the car from Adam. After inspecting the car, Blair
decides that the pleasure of owning and driving it is worth $4000 to her.

According to these facts, an agreement to sell will enable the car to pass from
Adam, who values it at $3000, to Blair, who values it at $4000. The potential seller
values the car less than the potential buyer, so there is scope for a bargain. Assum-
ing that exchanges are voluntary, Adam will not accept less than $3000 for the car,
and Blair will not pay more than $4000, so the sale price will have to be somewhere
in between. A reasonable sale price would be $3,500, which splits the difference.

The logic of the situation can be clarified by restating the facts in the language
of game theory. The parties to the kind of game represented by this example can
both benefit from cooperating with each other. To be specific, they can move a re-
source (the car) from someone who values it less (Adam) to someone who values

*Bargaining theory is a form of game theory. See the section on game theory in Chapter 2 for some
useful background information.




76 CHAPTER 4  An Economic Theory of Property

it more (Blair). Moving the resource in this case from Adam, who values it at
$3000, to Blair, who values it at $4000, will create $1000 in value. The coopera-
tive surplus is the name for the value created by moving the resource to a more
valuable use. Of course, the share of this surplus that each receives depends on the
price at which the car is sold. If the price is set at $3500, each will enjoy an equal
share of the value created by the exchange, or $500. If the price is set at $3800, the
value will be divided unequally, with Adam enjoying 4/5 or $800, and Blair en-
joying 1/5 or $200. Or if the price is set at $3200, Adam will enjoy $200 or 1/5
of the value created, whereas Blair will enjoy $800 or 4/5.

The parties typically bargain with each other over the price. In the course of
negotiating, the parties may assert facts (“The motor is mechanically perfect. . . ”),
appeal to norms (“$3700 is an unfair price . . . ”), threaten (“I won’t take less than
$3500 . . .”), and so forth. These are the tools used in the art of bargaining. The
fact that the parties can negotiate is an advantage of bargaining or cooperative
games relative to other games (called noncooperative games), such as the famous
Prisoner’s Dilemma, which we examined in Chapter 2. Even when negotiation is
possible, however, there is no guarantee that it will succeed. If the negotiations
break down and the parties fail to cooperate, their attempt to shift resources to a
more valuable use will fail, and they will not create value. Thus, the obstacle to cre-
ating value in a bargaining game is that the parties must agree on how to divide it.
Value will be divided between them at a rate determined by the price at which the
car is sold. Agreement about the car’s price marks successful negotiations, whereas
disagreement marks a failure in the bargaining process.

To apply game theory to this example, let us characterize the possible out-
comes as a cooperative solution and a noncooperative solution. The cooperative
solution is the one in which Adam and Blair reach agreement over a price and suc-
ceed in exchanging the car for money. The noncooperative solution is the one in
which they fail to agree upon a price and they fail to exchange the car for money.
To analyze the logic of bargaining, we must first consider the consequences of
noncooperation. If the parties fail to cooperate, they will each achieve some level
of well-being on their own. Adam will keep the car and use it, which is worth
$3000 to him. Blair will keep her money —$5000 — or spend it on something
other than the car. For simplicity, assume that the value she places on this use of
her money is its face value, specifically, $5000. Thus, the payoffs to the parties in
the noncooperative solution, called their threat values, are $3000 for Adam (the
value to him of keeping the car) and $5000 to Blair (the amount of her cash). The
total value of the noncooperative solution is $3000 + $5000 = $8000.

In contrast, the cooperative solution is for Adam to sell the car to Blair.
Through cooperation, Blair will own the car, which is worth $4000 to her, and in
addition, the two parties will each end up with a share of Blair’s $5000. For ex-
ample, Adam might accept $3500 in exchange for the convertible. Blair then has
the car, worth $4000 to her, and $1500 of her $5000. Thus, the value of the coop-
erative solution is $4000 (the value of the car to Blair) + $1500 (the amount that
Blair retains of her original $5000) + $3500 (the amount received by Adam for
the car) = $9000. The surplus from cooperation is the difference in value between
cooperation and noncooperation: $9000 — $8000 = $1000.
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In any voluntary agreement, each player must receive at least the threat value
or there is no advantage to cooperating. A reasonable solution to the bargaining
problem is for each player to receive the threat value plus an equal share of the co-
operative surplus: specifically, $3500 for Adam and $5500 for Blair.’ To accom-
plish the division, Blair should pay Adam $3500 for the car. This leaves Adam
with $3500 in cash and no car, and leaves Blair with a car worth $4000 to her and
$1500 in cash.

QUESTION 4.1: Suppose Adam receives a bid of $3200 from a
third party named Clair. How does Clair’s bid change the threat values,
the surplus from cooperation, and the reasonable solution?

We have explained that the process of bargaining can be divided into three
steps: establishing the threat values, determining the cooperative surplus, and agree-
ing upon terms for distributing the surplus from cooperation. These steps will be
used in the next section to understand the origins of the institution of property.

HI. THE ORIGINS OF THE INSTITUTION OF PROPERTY:
A THOUGHT EXPERIMENT

The bargaining model shows how cooperation can create a surplus that
benefits everyone. This type of reasoning can be used to perform a thought exper-
iment that is helpful in understanding the origins of property.

Let us imagine a simplified world in which there are people, land, farm tools,
and weapons but no courts and no police. In this imaginary world, government
does not vindicate and protect the rights to property asserted by the people who
live on the land. Individuals, families, or alliances of families enforce property
rights to the extent that they defend their land holdings. People must decide how
many resources to devote to defending their property claims. Rational people al-
locate their limited resources so that, as we saw in Chapter 2, the marginal cost of
defending land is just equal to the marginal benefit. This means that at the margin,
the value of the resources used for military ends (the marginal benefit) equals their
value when used for productive ends, such as raising crops and livestock (marginal
[opportunity] cost). For example, the occupants are rational if allocating a little
more time to patrolling the perimeter of the property preserves as much additional

*Economists have long struggled with the fact that self-interested rationality alone does not seem
sufficient to determine the distribution of the cooperative surplus. That is why we use the term “rea-
sonable solution,” which invokes social norms, rather than “rational solution.” To see the difference,
consider this rational account of the division of the cooperative surplus. Suppose that somehow
Adam knows that the cooperative surplus resulting from an agreement between Blair and him is
$1000. Being perfectly rational, he says to Blair that he will sell the car to her for $3995. And, fur-
ther, he explains to her why she should accept that price, even though it gives Adam $995 of the co-
operative surplus and Blair, $5: “If you do not accept that price, I will not do business with you, in
which case you will realize $0 worth of cooperative surplus. At the $3995 price, you get $5 of the
cooperative surplus and that surely is better than nothing.” Leaving aside all the strategic reasons that
Blair might balk at this (Will Adam really walk away if she refuses?), this division of the coopera-
tive surplus is perfectly rational, but it may not be reasonable. In fact, carefully controlled experi-
ments have demonstrated that most people would not accept Adam’s offer, rational though it be.
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A CIVIL DISPUTE AS A BARGAINING GAME il

Because trials are costly, both parties can usually gain by settling out of court. That is why
so few disputes ever come to trial. As we will see in Chapter 10, the best current estimate
is that approximately 5% of all disputes that reach the stage of filing a legal complaint in
the United States actually result in litigation. Here is a problem in which you must apply
bargaining theory to a civil dispute:

Facts:  Arthur alleges that Betty borrowed a valuable kettle and broke it, so he
sues to recover its value, which is $300. The facts are very confusing. Betty con-
tends that she did not borrow a kettle from Arthur; even if it is proved that she
borrowed a kettle from Arthur, she contends it is not broken; even if it is proved
that she borrowed a kettle from Arthur and that it is broken, she contends that
she did not break it.

Assume that because the facts in the case are so unclear, Arthur and Betty
independently believe that the chances of either side’s winning in court are an
even 50%. Further assume that litigation in small claims court will cost each party
$50 and that the costs of settling out of court are nil. So, cooperation in this case
is a matter of settling out of court and saving the cost of a trial. Noncooperation
in this case means trying the dispute.

QUESTION 4.2:
a. What is Arthur’s threat value?
b. What is Betty’s threat value?
¢. If Arthur and Betty cooperate together in settling their disagreement, what is the
net cost of resolving the dispute?
d. What is the cooperative surplus?
e. A reasonable settlement would be for Betty to pay Arthur
f. Suppose that instead of both sides’ believing that there is an even chance of win-
ning, both sides are optimistic. Specifically, Arthur thinks that he will win with
probability 2/3, and Betty thinks that she will win with probability 2/3.
1. What is Arthur's putative threat value (what he believes he can secure on his
own without Betty's cooperation)?
2. What is Betty’s putative threat value (what she believes she can secure on her
own without Arthur’s cooperation)?
3. The putative cooperative surplus equals
4. Describe the obstacle to settlement in a few words.

wealth for the defenders as they would enjoy by allocating a little more time to
raising crops. The same statement could be made about allocating land between
crops and fortifications, or about beating metal into swords or plowshares.
These facts describe a world in which farming and fighting are individually
rational. But are they socially efficient? In Chapter 2 we offered the following defi-
nition of inefficient production: the same (or fewer) inputs could be used to produce
a greater total output. Can some mechanism be found that uses fewer resources to
achieve the same level of protection for property claims? One possible mechanism




» R ]
Ill. The Origins of the Institution of Property: A Thought Experiment 79

is law. Suppose that the costs of operating this system of property rights are less
than the sum of all individual costs of private defense. Such a mechanism would
allow the transfer of resources from fighting to farming. For example, the land-
owners might create a government to protect their property rights at lower cost in
taxes than each individual spends on fighting. The savings might come from econo-
mies of scale in having one large army in the society to defend everyone, rather
than many small, privately owned armies.® In other words, there may be a natural
monopoly on force.

We could imagine the parties bargaining together over the terms for estab-
lishing a government to recognize and enforce their property rights. They are mo-
tivated by the realization that there are economies of scale in protecting property.
By reaching an agreement to have one government backed by one army, everyone
can enjoy greater wealth and security. The bargain eventually reached by such ne-
gotiations is called the social contract by philosophers because it establishes the
basic terms for social life.” It would be rational for the parties negotiating the so-
cial contract to take account of other rights of owners besides the right to exclude.
Many of the rights that are currently in the bundle called property could be con-
sidered, such as the right to use, transfer, and transform. Indeed, many rights other
than property rights could be a part of the social contract, such as freedom of
speech and freedom of religion, but they do not concern us in this chapter.

The same bargaining model used to explain the sale of a secondhand car can
be applied to this thought experiment, in which a primitive society develops a sys-
tem of property rights. First, a description is given of what people would do in the
absence of civil government, when military strength alone established ownership
claims. That situation — called the state of nature — corresponds to the threat val-
ues of the noncooperative solution, which prevails if the parties cannot agree. Sec-
ond, a description is given of the advantages of creating a government to recognize
and enforce property rights. Civil society, in which such a government exists, cor-
responds to the game’s cooperative solution, which prevails if the parties can
agree. The social surplus, defined as the difference between the total amount spent
defending land in the state of nature and the total cost of operating a property
rights system in civil society, corresponds to the cooperative surplus in the game.
Third, an agreement is described for distributing the advantages from coopera-
tion. In the car example, this agreement arises from the price that the buyer offers
and the seller accepts. In the thought experiment, this agreement arises from the
social contract that includes the fundamental laws of property.

“Recall that economies of scale occur when the cost per unit (or average cost of production) declines
ax the total amount of output increases. A production technology for which the unit costs are falling
at every level of production, even very large levels, is called a natural monopoly because a larger pro-
ducer can sell at a lower price than any smaller producer.

"The social contract has usually been thought of as a logical construct, but some theorists have used
1t 1o explain history. For example, it has been argued that feudalism in the Middle Ages corresponds
roughly to the conditions of our imaginary world. The economic factors that caused this system to
be replaced in some parts of Western Europe by a system of private property rights enforced by a
central government are discussed in Douglass C. North and Robert Paul Thomas, THE RISE OF THE
WESTERN WORLD (1973).
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Table 4.1 ... U
The State of Nature
CORN CORN GAINED CORN LOST NET CORN
FARMER GROWN BY THEFT THROUGH THEFT CONSUMPTION
A 50 40 -10 80
B 150 10 -40 120

Totals 200 50 -50 200

To see the parallel more clearly, imagine that our world consists of only two
people, A and B. In a state of nature, each one grows some corn, steals corn from
the other party, and defends against theft. Each of the parties has different levels
of skill at farming, stealing, and defending. Their payoffs in a state of nature are
summarized in Table 4.1. Taken together, A and B produce 200 units of corn, but
it gets reallocated by theft. For example, A steals 40 units of corn from B and loses
10 units of corn to B through theft. Notice that A ultimately enjoys 80 units of
corn, and B enjoys 120 units, after taking into account the gains and losses from
theft.

Instead of persisting in a state of nature, A and B may decide to enter into a
cooperative agreement, recognize each other’s property rights, and adopt an en-
forcement mechanism that puts an end to theft. Let us assume that cooperation
will enable them to devote more resources to farming and fewer resources to fight-
ing, so that total production will rise from 200 units to 300 units. 100 units thus
constitutes the social or cooperative surplus. In civil society there will be a mech-
anism for distributing the surplus from cooperation, such as government taxes and
subsidies. The parties must decide through bargaining how this is to be done. A
reasonable division of that surplus gives each party an equal share. So, in civil so-
ciety, each party receives half the cooperative surplus plus the individual net con-
sumption in the state of nature, which is each party’s threat value. These facts are
summarized in Table 4.2.

What is the meaning of this “thought experiment” concerning the origins of
property? Read literally, you might conclude that tribes acquire government by
meeting together and agreeing to create a system of law, including property rights.

Table 4.2 ...ccccrn E—
Civil Society
THREAT SHARE OF NET CORN
FARMER VALUE SURPLUS CONSUMPTION
A 80 50 130
B 120 50 170

Totals 200 100 300
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This literal reading is bad history and bad anthropology. Instead of a contract, a
system of property law can begin with a peasant rebellion against feudalism or the
conversion of feudal rights into a tax state. Instead of history, the thought experi-
ment is really about processes that go on all the time. In a changing society, new
forms of property arise continually. To illustrate, property law for underground gas
and the electromagnetic spectrum (radio and television broadcasting) developed in
the United States during the last century, and property law for computer software
and genetically engineered forms of life developed in the last decade. The need for
a new form of property law arises in situations corresponding to our thought ex-
periment. For example, like corn, computer software can be stolen. Without ef-
fective property law, people invest a lot of resources in stealing software or trying
to prevent its theft. These efforts redistribute software, rather than invent or man-
ufacture it. Now the United States has property law that prevents the stealing of
computer software by large organizations (but not so clearly by individuals). The
imposition of these laws has greatly stimulated the invention and manufacture of
software. So, our thought experiment is really a parable about the incentive struc-
ture that motivates societies to continually create property law.

The first question that we posed about property law is, “How are property
rights established?” This is a question about how an owner acquires the legal right
to property. Our thought experiment answers the question, “Why are ownership
rights established?” This is a question about why a society creates property as a
legal right. The two questions are closely connected. Societies create property as
a legal right to encourage production, discourage theft, and reduce the costs of
protecting goods. Law prescribes various ways that someone can acquire a prop-
erty right, such as by finding and purchasing land with natural gas beneath it, in-
venting a computer program, or discovering sunken treasure.

‘We now turn to the elaboration of how bargaining theory can help the law pre-
scribe ways for the acquisition of property that also encourage production, or dis-
courage theft, and reduce the costs of protecting goods.

QUESTION 4.3:

a. Is the cooperative solution fair? Can the resulting inequality in civil
society be justified? To answer these questions, draw upon your intu-
itive ideas of fairness or, better still, a concept of fairness developed
by a major philosopher such as Hobbes, Locke, Rawls, or Aristotle.

b. Suppose that the bargaining process did not aliow destructive threats,
such as the threat to steal. How might this restriction affect the distri-
bution of the surplus?

c. What is the difference between the principle, “To each according to
his threat value,” and this principle, “To each according to his produc-
tivity”’?

IV. AN ECONOMIC THEORY OF PROPERTY

The fact that the same theory of bargaining can be applied to selling a used
car or creating a civil society is proof of that theory’s generality and power. Indeed,
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bargaining theory is so powerful that, as this section will show, it serves as the ba-
sis for an economic theory of property and of property law. Let us briefly summa-
rize where we are going.

By bargaining together, people frequently agree upon the terms for interact-
ing and cooperating. But sometimes the terms for interacting and cooperating are
imposed on people from the outside — for example, by law. The terms are often
more efficient when people agree upon them than when a lawmaker imposes them.
It follows that law is unnecessary and undesirable where bargaining succeeds, and
that law is necessary and desirable where bargaining fails.

These propositions apply to the four questions about property. In certain cir-
cumstances we do not need property law to answer the four questions that we
posed at the beginning of this chapter. Rather, in those special circumstances, pri-
vate bargaining will establish what things are property, who has claims to that
property, what things an owner may and may not do with the property, and who
may interfere with an owner’s property. The special circumstances that define the
limits of law are specified in a remarkable proposition called the Coase theorem.
This theorem, to which we now turn, helped to found the economic analysis of law
and won its inventor the Nobel Prize in economics.

A. The Coase Theorem®

Different commentators formulate the Coase theorem differently. We will ex-
pound a simple version of the theorem and then acquaint you with some of the
commentary.

Consider this example. A cattle rancher lives beside a farmer. The farmer
grows corn on some of his land and leaves some of it uncultivated. The rancher
runs cattle over all of her land. The boundary between the ranch and the farm is
clear, but there is no fence. Thus, from time to time the cattle wander onto the
farmer’s property and damage the corn. The damage could be reduced by building
a fence, keeping fewer cattle, or growing less corn — each of which is costly. The
rancher and the farmer could bargain with each other to decide who should bear
the cost of the damage. Alternatively, the law could intervene and assign liability
for the damages.

There are two specific rules the law could adopt:

1. The farmer is responsible for keeping the cattle off his property, and
he must pay for the damages when they get in (a regime we could call
“ranchers’ rights” or “open range”), or

2. The rancher is responsible for keeping the cattle on her property, and
she must pay for the damage when they get out (“farmers’ rights” or
“closed range”).

$The theorem is discussed in Professor Ronald H. Coase’s The Problem of Social Cost 3'J. LAW &
EcoN. 1 (1960). The article has been reprinted in numerous legal and economic anthologies, notably
R. Berring ed., GREAT AMERICAN LAW REVIEWS (1984) (a compendium of the 22 “greatest” articles
published in the United States’ law reviews before 1965).
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Under the first rule, the farmer would have no legal recourse against the dam-
age done by his neighbor’s cattle. To reduce the damage, the farmer would have to
grow less corn or fence his corn fields. Under the second rule, the rancher must
build a fence to keep the cattle on her property. If the cattle escape, the law could
ascertain the facts, determine the monetary value of the damage, and make the
rancher pay the farmer.

Which law is better? Perhaps you think that fairness requires injurers to pay
for the damage they cause. If so, you will approach the question as traditional
lawyers do, by thinking about causes and fairness. Professor Coase answered in
terms of efficiency. All other things equal, we would like the legal rule to encourage
efficiency in both ranching and farming. This approach yielded a counterintuitive
conclusion, which can be explained using some numbers. Suppose that, without
any fence, the invasion by the cattle costs the farmer $100 per year in lost profits
from growing corn. The cost of installing and maintaining a fence around the farm-
er’s corn fields is $50 per year, and the cost of installing a fence around the ranch is
$75 per year. Thus, we are assuming that damage of $100 can be avoided at an an-
nual cost of $50 by the farmer and $75 by the rancher. Obviously, efficiency re-
quires the farmer to build a fence around his corn fields, rather than the rancher
building a fence around her ranch.

Now, consider what will happen under either legal rule. Under the first legal
rule (ranchers’ rights), the farmer will bear damage of $100 each year from the
wandering cattle. He can eliminate this damage at a cost of $50 per year, for a net
savings of $50 per year. Therefore, the first rule will cause the farmer to build a
fence around his corn fields. Under the second rule (farmers’ rights), the rancher
can escape liability for $100 at a cost of $75. Consequently, the second rule will
cause the rancher to build a fence around her ranch, thus saving $25. Apparently,
the first rule, which saves $50, is more efficient than the second rule, which saves
$25. But this efficiency is only apparent; it is not real.

We may begin our understanding of this apparent puzzle by first imagining
how the rancher and the farmer could have resolved their problem by cooperative
bargaining and then comparing that outcome with the apparent outcomes under
the different legal rules. Suppose that the farmer and the rancher had fallen in love,
married, and combined their business interests. They would then maximize the
combined profits from farming and ranching, and these joint profits will be high-
est when they build a fence around the corn fields, not around the ranch. Conse-
quently, the married couple will build a fence around the corn fields, regardless of
whether the law is the first rule or the second rule. In other words, they will coop-
crate to maximize their joint profits, regardless of the rule of law.

‘We have seen that the first rule is more efficient than the second if the farmer
and the rancher follow the law without cooperating, but that the law makes no dif-
lerence to efficiency when they cooperate. The farmer and the rancher do not need
to get married in order to cooperate. Rational businesspeople can often bargain to-
scther and agree upon terms of cooperation. By bargaining to an agreement, rather
than following the law noncooperatively, the rancher and the farmer can save $25.
‘I'hat is, if the parties can bargain successfully with each other, the efficient out-
come will be achieved, regardless of the rule of law.
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Recall that the most efficient outcome is for the farmer to build a fence around
his corn fields, and that when the parties simply follow the law without cooperating,
the second rule (farmers’ rights) leads to the apparent inefficiency of the rancher
building a fence around her ranch. But consider how bargaining might proceed under
the second rule:

RANCHER: “The law makes me responsible for building the fence. 1
can fence my ranch for $75 per year, whereas you can fence your corn
fields for $50 per year. Let's make a deal. I'll pay you $50 per year to
fence your corn field.”

FARMER: “If I agree, and you pay me $50 per year to fence my corn
fields, I won’t be any better off than if I did nothing and you had to fence
your ranch. However, you’ll save $25. You shouldn’t receive all of the
gains from cooperation. You should give me a share of the gains by pay-
ing me more than $50 per year for fencing my corn fields.”

RANCHER: “OK. Let’s split the savings from cooperation. I'll pay you
$62.50 per year, and you build the fence. That way we’ll each receive
half of the $25 gained by cooperating.”

FARMER: “Agreed.”

Note the important implication: cooperation leads to the fence’s being built
around the farmer’s corn fields, despite the fact that the second legal rule (farmers’
rights) was controlling. The efficiency of the first legal rule is apparent, not real.
Note, also, the parallel between bargaining over the right of ownership of a used car
from earlier in the chapter and the rights of ownership of land. Adam owns the car,
and Blair values it more than Adam. By bargaining to an agreement, they can create
a surplus and divide it between them. Similarly, the second legal rule imposes an
obligation on the rancher to constrain her cattle, but the farmer can constrain them
at less cost than the rancher. By bargaining to an agreement, both parties can save
costs and divide the savings between them.’

Let’s generalize what we have learned from this exercise. When one activity
interferes with another, the law must decide whether one party has the right to in-
terfere or whether the other party has the right to be free from interference.
Efficiency requires allocating the right to the party who values it the most. When

9The bargaining situation is quite different if the law adopts the first rule (ranchers’ rights), rather than
the second rule (farmers’ rights). Under the first rule, the farmer is responsible for building a fence to
keep the cattle out of his corn fields. In these circumstances, cooperation between the farmer and the
rancher does not save costs relative to following the law noncooperatively. Consequently, under the
first rule, the farmer will go ahead and build the fence, without any bargaining. The first rule has an
analogy in the used-car example. Recall that Blair values the car more than does Adam, which is why
a surplus can be created by Adam’s selling the car to Blair. If Blair initially owns the car, there is noth-
ing to be gained by bargaining with Adam or cooperating with him. Thus, Blair’s owning the car is anal-
ogous to ranchers’ rights. In the car example, there is no scope for a bargain because the party who
values the car the most already owns it; in the cattle-corn example, there is no scope for a bargain be-
cause the party who can fence the cattle at least cost already has the duty to build the fence.

o
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the parties follow the law noncooperatively, the legal allocation of rights matters
to efficiency. When the parties bargain successfully, the legal allocation of rights
does not matter to efficiency. Given successful bargaining, the use of resources
(the placement of a fence, the number of cattle run, the extent of land planted in
corn fields, and so forth) is efficient, regardless of the legal rule.

We have discussed “successful bargaining,” but we have not discussed why
bargains sometimes succeed and sometimes fail. Bargaining occurs through com-
munication between the parties. Communication has various costs, such as rent-
ing a conference room, hiring a stenographer, and spending time in discussion.
Coase used the term *“transaction costs” to refer to the costs of communicating, as
well as to a variety of other costs that we will discuss later. In fact, he used “trans-
action costs” to encompass all of the impediments to bargaining. Given this defini-
tion, bargaining necessarily succeeds when transaction costs are zero. We can
summarize this result by stating this version of the Coase theorem:

When transaction costs are zero, an efficient use of resources results
from private bargaining, regardless of the legal assignment of property
rights.

Now we must relate the Coase theorem to our larger project of developing an
economic theory of property. The theorem states abstractly what our example
showed concretely: if transaction costs are zero, then we do not need to worry
about specifying legal rules regarding property in order to achieve efficiency. Pri-
vate bargaining will take care of such issues as which things may be owned, what
owners may and may not do with their property, and so on. By specifying the cir-
cumstances under which property law is unimportant to efficient resource use, the
Coase theorem specifies implicitly when property law is important. To make the
point more explicit, we posit this corollary to the Coase theorem:

When transaction costs are high enough to prevent bargaining, the
efficient use of resources will depend upon how property rights are
assigned.

To appreciate the corollary, let us return to the rancher and the farmer. Bar-
gaining to an agreement requires communication. Assume that communication is
costly. Specifically, assume that the transaction costs of bargaining are $35. Trans-
action costs must be subtracted from the surplus in order to compute the net value
of cooperating. Suppose that the second legal rule (farmers’ rights) prevails, so that
a surplus of $25 can be achieved by an agreement that the rancher will pay the
{armer to fence the corn fields. The net value of the bargain is the cooperative sur-
plus minus the transaction costs —$25 — $35 = —$10. Recognizing that the net
value of the bargain is negative, the parties will not bargain. If the parties do not
bargain, they will follow the law noncooperatively. Specifically, the farmer will as-
sert his right to be free from invasions of cattle, and the rancher will fence the
ranch, which is inefficient. In order to avoid this inefficiency, the law wouid have
to adopt the first rule (ranchers’ rights), in which case the parties will not bargain
and they will achieve efficiency by following the law noncooperatively.

—— _ |
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QUESTION 4.4:  Suppose that a railroad runs beside a field in which
commercial crops are grown. The railroad is powered by a steam loco-
motive that spews hot cinders out of its smokestack. From time to time
those cinders land on the crops nearest to the track and burn them to the
ground. Assume that each year, the farmer whose crops are burned loses
$3000 in profits, and that the annual cost to the railroad of installing and
maintaining a spark-arrester that would prevent any damage to the crops
is $1750. Does it matter to the efficient use of the farmer’s land or to the
efficient operation of the railroad whether the law protects the farmer
from invasion by sparks or allows the railroad to emit sparks without lia-
bility? Why or why not?

The Coase theorem is so remarkable that many people have questioned it. Al-
though we cannot discuss this rich literature here, we have embodied some of the
most important points in the following questions:

QUESTION 4.5: The long run. Some commentators thought that
the Coase theorem might be true in the short run but not in the long run.
In the example of the farmer and the rancher, changing the use of fields
takes time. For example, to convert a field from grazing land to farmland,
the farmer must fence and plough the land. The efficiency of the Coase
theorem in the long run depends on the ability of private bargaining to
accommodate any additional costs of altering resource use over long time
periods as relative prices and opportunity costs change. Discuss some
ways that a contract for long-run cooperation between the rancher and
the farmer would differ from a contract for short-run cooperation.

QUESTION 4.6: Invariance. With zero transaction costs, the
farmer fences the corn field rather than the rancher fencing the ranch —
regardless of the rule of law. Notice that in this example, the use of the
fields for cattle-ranching and corn-growing is the same, regardless of
the initial assignment of property rights. This version of the Coase the-
orem is called the invariance version (because the use of resources is
invariant to the assignment of property rights). This version turns out
to be a special case. The more general case is one in which the resource
allocation will be efficient (but not necessarily identical), regardless of
the assignment of property rights. There will be a Pareto-efficient allo-
cation of goods and services, but it may be different from the Pareto-
efficient allocation that would have resulted from assigning that same
entitlement to someone else.

To illustrate, assume that farmers like to eat more corn and less beef,
whereas ranchers like to eat more beef and less corn. Assume that farm-
ers and ranchers own their own land, that transaction costs are zero, and
that fence is costly relative to their incomes. The change from “ranchers’
rights” to “farmers’ rights” will increase the income of farmers and de-
crease the income of ranchers. Consequently, the demand for corn will
increase, and the demand for beef will decrease. Greater demand for corn
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requires the planting and fencing of more corn fields. Thus, the change
in law causes the building of more fences. Remember the distinction be-
tween “price effects” and “income effects” in demand theory? Can you
use these concepts to explain this example?'°

QUESTION 4.7: Endowment effects. Surveys and experiments
reveal that people sometimes demand much more to give up something
that they have than they would be willing to pay to acquire it. To illus-
trate, contrast a situation in which people have an opportunity to “sell”
the clean air that they currently enjoy to a polluter to one in which people
currently enjoying clean air have an opportunity to “buy” clean air from
a polluter. Evidence suggests that people may demand a higher price to
“sell” a right to clean air than they would pay to “buy” the same right.
An “endowment” is an initial assignment of ownership rights. The diver-
gence between buying and selling price is called an “endowment effect”
because the price varies depending upon the initial assignment of own-
ership.

Why might farmers place a different value upon the right to be free
from straying cattle depending upon whether they were selling or buying
that right? Is it rational to place different values on those rights? How do
these flip-flops in the relative valuation complicate an efficiency analysis
of the assignment of property rights?

QUESTION 4.8: Social norms. Social norms often evolve to cope
with external costs, without bargaining or law. For example, a social
norm in a county in northern California requires that ranchers assume
responsibility for controlling their cattle, even though parts of the county
are “open range” (i.e., areas in which legal responsibility rests with farm-
ers). Furthermore, the ranchers and farmers in this county apparently
do not engage in the kind of bargaining envisioned by the Coase theo-
rem. How damaging are these facts to Coase’s analysis? Why would you
expect neighbors in long-run relationships to adopt efficient norms to
control externalities?"!

B. The Elements of Transaction Costs

What are transaction costs? Are they ever really negligible? We cannot use
ihe Coase theorem to understand law without answering these questions. Trans-
action costs are the costs of exchange. An exchange has three steps. First, an ex-
change partner has to be located. This involves finding someone who wants to buy

On the various versions of the Coase theorem, see Robert D. Cooter, The Coase Theorem, THE NEW
PALGRAVE: A DICTIONARY OF EcoNOMICS (1987). On the special assumptions underlying the in-
variance version of the Coase theorem, see the graphical treatment in Thomas S. Ulen, Flogging a
Dead Pig: Professor Posin on the Coase Theorem, 38 WAYNE L. REvV. 91 (1991).

"' See Robert Ellickson, ORDER WITHOUT Law (1991).
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what you are selling or sell what you are buying. Second, a bargain must be struck
between the exchange partners. A bargain is reached by successful negotiation,
which may include the drafting of an agreement. Third, after a bargain has been
reached, it must be enforced. Enforcement involves monitoring performance of
the parties and punishing violations of the agreement. We may call the three forms
of transaction costs corresponding to these three steps of an exchange: (1) search
costs, (2) bargaining costs, and (3) enforcement costs.

QUESTION 4.9: Classify each of the following examples as a cost
of searching, bargaining, or enforcing an agreement to purchase a 1957
Chevrolet:
a. Haggling over the price.
b. Collecting the monthly payments for the purchase of the car.
c. Taking time off from work for the buyer and seller to meet.
d. Purchasing an advertisement in the “classified” section of the news-
paper.
e. Purchasing a newspaper to obtain the “classified” section.
f. The buyer asking the seller questions about the car’s ignition system.

When are transaction costs high, and when are they low? Consider this ques-
tion by looking at the three elements of the costs of exchange. Search costs tend to
be high for unique goods or services, and low for standardized goods or services.
To illustrate, finding someone to sell a 1957 Chevrolet is harder than finding some-
one to sell a soft drink.

Turning from search costs to bargaining costs, note that our examples of bar-
gaining assumed that both parties know each other’s threat values and the coopera-
tive solution. Game theorists say that information is “public” in negotiations when
each party knows these values. Conversely, information is “private” when one party
knows some of these values and the other does not. If the parties know the threat
values and the cooperative solution, they can compute reasonable terms for coop-
eration. In general, public information facilitates agreement by enabling the par-
ties to compute reasonable terms for cooperation. Consequently, negotiations tend
to be simple and easy when information about the threat values and the coopera-
tive solution is public. To illustrate, negotiations for the sale of a watermelon are
simple because there is not much to know about it.

Conversely, negotiations tend to be complicated and difficult when informa-
tion about threat values and the cooperative solution is private. Private information
impedes bargaining because much of it must be converted into public information
before computing reasonable terms for cooperation. In general, bargaining is costly
when it requires converting a lot of private information into public information. To
illustrate, negotiations for the sale of a house involve many issues of finance, tim-
ing, quality, and price. The seller of a house knows a lot more about its hidden de-
fects than the buyer knows, and the buyer knows a lot more about his or her ability
to obtain financing than the seller knows. Each attempts to extract these facts from
the other over the course of negotiations. To a degree, the parties may want to di-
vulge some information. But they may be reluctant to divulge all. Each party’s
share of the cooperative surplus depends, in part, on keeping some information pri-
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vate. But concluding the bargain requires making some information public. Bal-
ancing these conflicting pulls is difficult and potentially costly.

There is extensive literature on bargaining games, including a large number
of carefully constructed experiments testing the Coase theorem.'? One of the most
robust conclusions of these experiments is that bargainers are more likely to co-
operate when their rights are clear and less likely to agree when their rights are
ambiguous. Put in more formal terms, bargaining games are easier to solve when
the threat values are public knowledge. The rights of the parties define their threat
values in legal disputes. One implication of this finding is that property law ought
to favor criteria for determining ownership that are clear and simple. For example,
a system for the public registration of ownership claims to land avoids many dis-
putes and makes settlement easier for those that arise. Similarly, the fact that
someone pPossesses or uses an item of property is easy to confirm. In view of this
fact, the law gives weight to possession and use when determining ownership.

Most of our bargaining examples concern two parties. Communication be-
tween two parties is usually cheap, especially when they are near each other.
However, many bargains involve three or more parties. Bargaining becomes more
costly and difficult as it involves more parties, especially if they are dispersed
from one another. This fact may explain why treaties involving many nations are
so difficult to conclude.

Finally, the parties may want to draft an agreement, and this may be costly
because it must anticipate many contingencies that can arise to change the value
of the bargain.

Another obstacle to bargaining is hostility. The parties to the dispute may have
emotional concerns that interfere with rational agreement, as when a divorce is bit-
terly contested. People who hate each other often disagree about the division of the
cooperative surplus, even though all the relevant facts are public knowledge. To il-
lustrate, many jurisdictions have rules for dividing property on divorce that are
simple and predictable for most childless marriages. However, a significant pro-
portion of these divorces are litigated in court rather than settled by negotiation. In
these circumstances, lawyers can facilitate negotiations by interposing themselves
between hostile parties.

Even without hostility, however, bargaining can be costly because negotiators
may behave unreasonably — for example, by pressing their own advantage too
hard (what lawyers refer to as “overreaching”). An essential aspect of bargaining
is forming a strategy. In forming a bargaining strategy, each party tries to antici-
pate how much the opponent will concede. If the parties miscalculate the other
party’s resolve, each will be surprised to find that the other does not concede, and
as a result, negotiations may fail. Miscalculations are likely when the parties do

"*See J. Keith Murnighan, BARGAINING GAMES (1992), for a highly readable summary of this litera-
ture. For specific experiments on the Coase theorem, see Elizabeth Hoffman and Matthew Spitzer,
The Coase Theorem: Some Experimental Tests, 25 1. Law & Econ. 73 (1982), and Hoffman and
Spitzer, Experimental Tests of the Coase Theorem with Large Bargaining Groups, 15 ). LEGAL
STUD. 149 (1986).
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not know each other, when cultural differences obscure communication, or when
the parties are committed to conflicting moral positions about fairness.

Enforcement costs, the third and final element of transaction costs, arise when
an agreement takes time to fulfill. An agreement that takes no time to fuifill has no
enforcement costs. An example is simultaneous exchange, in which I give you a
dollar and you give me a watermelon. For complex transactions, monitoring be-
havior and punishing violations of the agreement can be costly. To illustrate, con-
sider the example from the beginning of this chapter of Bloggs’ desire to drain a
wetlands on his property in order to develop it as a residential area. Suppose that
the city permits him to build on a small part of the wetlands, provided that he does
not harm the rest. Officials must watch him to be sure that he keeps his promise.
Furthermore, officials may require Bloggs to post bond, which will be confiscated
if he harms the rest of the wetlands and returned to him if he completes construc-
tion without doing harm. In general, enforcement costs are low when violations of
the agreement are easy to observe and punishment is cheap to administer.

Let us summarize what we have learned about transaction costs. Transactions
have three stages, each of which has a special type of cost — search costs, bar-
gaining costs, and enforcement costs. These costs vary along a spectrum from zero
to indefinitely large, depending upon the transaction. Characteristics of transac-
tions that affect their costs are summarized in Table 4.3.

QUESTION 4.10:  Rank the following six transactions from lowest
to highest transaction costs. Explain your ranking by reference to the
costs of search, bargaining, and enforcement. (There is no uniquely cor-
rect answer.)

a. getting married
b. buying an artichoke
c. acquiring an easement to run a gas line across your neighbor’s

property
Table 4.3
Factors Affecting Transaction Costs

LOWER TRANSACTION COSTS HIGHER TRANSACTION COSTS
1. Standardized good or service 1. Unique good or service
2. Clear, simple rights 2. Uncertain, complex rights
3. Few parties 3. Many parties
4. Friendly parties 4. Hostile parties
5. Familiar parties 5. Unfamiliar parties
6. Reasonable behavior 6. Unreasonable behavior
7. Instantaneous exchange 7. Delayed exchange
8. No contingencies 8. Numerous contingencies
9. Low costs of monitoring 9. High costs of monitoring

-
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. Cheap punishments
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. Costly punishments
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d. selling a Burger King franchise
e. going to college
f. purchasing a warranty for a new car

C. The Level of Transaction Costs
and the Appropriate Legal Rule

The Coase theorem holds that the efficient use of resources does not depend
on the assignment of property rights in situations of zero transaction costs. This
implies that the assignment of property rights might be crucial to the efficient use
of resources when transaction costs are not zero (an issue to which we shall turn
in the next section). In the previous section we said that transaction costs lie along
a spectrum between zero and indefinitely large. We must now try to bring this is-
sue to some practical conclusion by being more specific about the relationship be-
tween the level of transaction costs and the appropriate legal rule.

Suppose that we first put in graphical form the argument of the previous sec-
tion that transaction costs lie on a spectrum from zero to infinity — like that shown
in Figure 4.1. We may assign any potential transaction to some point on the spec-
trum, depending on our assessment of the level of transaction costs (as suggested
by the factors in Table 4.3). Then we must ask if these costs are low enough for us
to let bargaining determine the efficient use of the resources involved or so high
that bargaining will fail — so that some alternative to bargaining is required.

There will be a threshold level of transaction costs on the spectrum that di-
vides the spectrum into a region in which bargaining will work and one in which
it will not. Figure 4.1 gives an example of where such a threshold line might be
drawn.

Reasonable people may have very different ideas about where that threshold
lies. What happens when people have different views about when bargaining will
work and when it will fail? Figure 4.2 examines this question. The person whose

Figure 4.1

A threshold level of transaction costs that distinguishes
the areas in which the Coase theorem applies and does
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Figure 4.2
Different threshold levels of transaction costs, with different
views about the appropriate legal rule in property issues.
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views are shown above the spectrum places the threshold at a relatively high level
of transaction costs, indicated by line E. She believes that bargaining can succeed
even at a relatively high level of transaction costs. The person whose views are
shown below the spectrum places the threshold at a lower level of transaction costs,
indicated by line R. He believes that bargaining will succeed in a smaller number
of situations. He is, therefore, willing to intervene legally in more situations than
the person whose beliefs are shown above the spectrum. We might characterize
these two views as one arguing for a (relatively) expansive role for unimpeded bar-
gaining and one arguing for a (relatively) restrictive role for bargaining in decid-
ing issues of efficient resource allocation.

Note that these two people agree that legal intervention improves efficiency
for all situations in which transaction costs are above line E, and that unimpeded
bargaining succeeds for all situations in which transaction costs are below line R.
They have a disagreement about whether bargaining or legal intervention is the
more appropriate means of dealing with those transactions that lie between the
two vertical lines.

Consider an example. Suppose that the issue arises as to the appropriate legal
rule for dealing with cigarette, cigar, or pipe smoking in restaurants. Should restau-
rants decide for themselves whether to permit smoking and how much, or should
there be legal regulation of the amount and kind of smoking in restaurants? The per-
son who believes that bargaining can succeed in a wider range of situations may be
content to let private bargaining between smokers, nonsmokers, and restaurant
owners handle the matter. Smokers can pay nonsmokers to allow them to smoke in
restaurants. Or nonsmokers can pay smokers not to smoke in restaurants. Either
way, the more valuable activity will prevail. Alternatively, restaurant owners have
an incentive (profit maximization) to efficiently distribute their restaurant space be-
tween smokers and nonsmokers.

Someone else might believe that the transaction costs between smokers and
nonsmokers in restaurants are so high as to preclude a bargaining solution to their
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conflicting interests. He fears that unpleasant and antisocial behavior will take
place between smokers and nonsmokers. The government should not delegate the
task of separating these potentially warring parties to bargaining, nor to restaurant
owners. Rather, the government must intervene and structure a solution. For in-
stance, the government could require restaurants to set aside nonsmoking areas.

This stylized description of the practical application of the Coase theorem
points out a common source of disagreement among analysts about matters of
public policy.

QUESTION 4.11  Will the people whose threshold values for trans-
action costs differ as shown in Figure 4.2 agree or disagree about the
appropriate method of assigning property rights to smoke or to be free
from smoke in the following situations? '

a. smoking in a private residence.

b. smoking in a public area such as a shopping mall, an indoor arena or
concert hall, or an outdoor stadium.

c. smoking in hotel rooms.

d. commercial airline flights.

What sorts of arguments will the two people make for and against a
bargaining or more interventionist means of dealing with each issue?

D. The Normative Hobbes and Coase Theorems

We have been speaking thus far as if the Coase theorem’s only lesson for
property law is that the law should determine the level of transaction costs and re-
act accordingly. But we can go further.

Thus far, we have spoken of transaction costs as if they are exogenous to the
legal system — that is, as if they are determined solely by objective characteristics
of bargaining situations outside the domain of the law. This is not always the case.
Some transaction costs are endogenous to the legal system in the sense that legal
rules can lower obstacles to private bargaining. The Coase Theorem suggests that
the law can encourage bargaining by lowering transaction costs.

Lowering transaction costs “lubricates” bargaining. One important way for the
law to do this is by defining simple and clear property rights. It is easier to bargain
when legal rights are simple and clear than when they are complicated and uncer-
tain. To illustrate, the rule “first in time, first in right” is a simple and clear way to
determine ownership claims. Similarly, requiring public recording of property
claims makes determining ownership easier. You will encounter many examples
throughout this book of other ways that law lubricates bargaining. By lubricating
bargaining, the law enables the private parties to exchange legal rights, thus re-
lieving lawmakers of the difficult task of allocating legal rights efficiently.

We can formalize this principle as the normative Coase theorem:

Structure the law so as to remove the impediments to private agreements.

The principle is “normative” because it offers guidance to lawmakers. The prin-
ciple is inspired by the Coase theorem because it assumes that private exchange
can allocate legal rights efficiently. To illustrate the principal’s application, the
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dramatic worldwide trend toward privatization in the 1990s removed many regu-
latory impediments to private agreements.

Besides encouraging bargaining, a legal system tries to minimize disagreements
and failures to cooperate, which are costly to society. The importance of minimiz-
ing the losses from disagreements was especially appreciated by the seventeenth-
century English philosopher Thomas Hobbes. Hobbes thought that people would
seldom be rational enough to agree upon a division of the cooperative surplus, even
when there were no serious impediments to bargaining.!* Their natural cupidity
would lead them to quarrel unless a third, stronger party forced them to agree. These
considerations suggest the following principle of property law, which can be called
the normative Hobbes theorem:

Structure the law so as to minimize the harm caused by failures in pri-
vate agreements. 14

According to this principle, the law should be designed to prevent coercive threats
and to eliminate the destructiveness of disagreement.

When the parties fail to reach a private agreement, they lose the surplus from
exchange. To minimize the resulting harm, the law should allocate property rights
to the party who values them the most. By allocating property rights to the party
who values them the most, the law makes exchange of rights unnecessary and thus
saves the cost of a transaction. To illustrate, the normative Hobbes theorem re-
quires the law to create “open range” (ranchers’ rights), rather than “closed range”
(farmers’ rights) in situations corresponding to our previous example.

These two normative principles of property law — minimize the harm caused
by private disagreements over resource allocation (the normative Hobbes theo-
rem), and minimize the obstacles to private agreements over resource allocation
(the normative Coase theorem)— have wide application in law. In combination
with the Coase theorem discussed earlier and its corollary, these principles will
form the heart of our economic analysis of property law in the remainder of this
and the following chapter.

E. Graphing Coase and Hobbes

We can depict these two theorems graphically. The vertical axis in Figure 4.3
depicts the surplus from transferring a legal right from the party who currently
holds it to another party. To illustrate, return to our example of the farmer and the
rancher, in which transferring the obligation to fence from the rancher (farmers’
rights) to the farmer (ranchers’ rights) creates a surplus of $25. Thus, “$25” on the
vertical axis indicates the surplus from trade when the rule is “farmers’ rights.” Now
reverse the example. Instead of assuming that the rancher has the obligation to fence

13Because Hobbes wrote in the seventeenth century, he did not express himself in quite these terms,
but this kind of argument is pervasive in his classic work, LEVIATHAN (1651). The modern idea un-
derlying the pessimism of Hobbes concerning distribution is the fact that game theory has no gener-
ally accepted way to choose among core allocations.

!4This idea is developed at length in Cooter, The Cost of Coase, 11 J. LEGAL STUD. 1 (1982).
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FIgure 4.3 -
A graphical representation of the normative Coase
and Hobbes theorems.
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(farmers’ rights), assume that the farmer has the obligation to fence (ranchers’
rights). Transferring the obligation to fence from the farmer (ranchers’ rights) to the
rancher (farmers’ rights) creates a surplus of —$25. Thus, —$25 on the vertical
axis indicates the surplus from trade when the rule is “ranchers’ rights.”

A positive surplus from transferring a legal right exists because the lawmaker
initially allocates it to the wrong party. The “initial” allocation refers to the allo-
cation before private parties reallocate rights by trading them. The “wrong” party
refers to someone who values the right less than someone else. When the law al-
locates a right to someone who values it less than someone else, the parties can
obtain a surplus from trading the right. Such a trade corrects the initial misalloca-
tion of rights by the law.

The horizontal axis in Figure 4.3 depicts transaction costs of private exchange
of alegal right. In the ideal world of the Coase theorem, transaction costs are zero.
In Figure 4.3, transaction costs are zero along the vertical axis. In reality, transac-
tion costs are positive, not zero, for the private exchange of legal rights. When
(ransaction costs are positive, they must be subtracted from the surplus to compute
the net benefit of private exchange. Thus, if the surplus from exchange is $25, and
the transaction costs of private exchange are $10, then the net benefit of private ex-
change of the legal right is $15. These facts are represented in Figure 4.3 by point
(25,10), which is labeled A.

Alternatively, let the surplus continue to be $25, but let the transaction costs
he $30. Now the parties would obtain a net benefit of $25 — $30 = —$5 from a
private agreement. These facts are represented in the figure by point (25,30),
which is labeled B.

Efficiency requires the private exchange of the legal right whenever the sur-
plus exceeds the transaction costs. At every point above the 45° line, the surplus
cxceeds the transaction costs. So, efficiency requires private exchange of the legal
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right for all points above the 45° line. Conversely, efficiency requires no exchange
of the legal right whenever the transaction costs exceed the surplus. So, efficiency
requires no private exchange of the legal right for all points below the 45° line.

When will private exchange occur in fact? If transaction costs exceed the sur-
plus, the net benefit from private exchange is negative. In other words, at least one
of the parties will lose from private exchange. A rational person will not volun-
tarily trade at a loss. So private exchange will not occur among rational people
when the net benefit is negative. This fact is indicated in Figure 4.3 by the label
“no trade” for points below the 45° line. For example, private exchange of legal
rights will not occur at point B.

Conversely, if the surplus exceeds transaction costs, the net benefit from pri-
vate exchange is positive. In other words, both parties can gain from private ex-
change. Rational people will usually trade when both can benefit. So private
exchange will ordinarily occur among rational people when the net benefit is pos-
itive. This fact is indicated in the figure by the label “trade” for points above the
45° line. For example, private exchange of legal rights will occur at point A. No-
tice that for all points above the 45° line, the parties will trade until the legal right
is held by the party who values it the most, even though the law initially allocated
the right to the party who valued it less.

We can use Figure 4.3 to illustrate two ways in which law can increase
efficiency when transaction costs are positive. First, law can lubricate private ex-
change by lowering transaction costs. To illustrate using our example of the farmer
and the rancher, assume that law assigns the obligation to fence to the rancher
(farmers’ rights), so a surplus of $25 could be achieved by transferring the oblig-
ation to fence from the rancher to the farmer (ranchers’ rights). Assume, however,
that transaction costs of private exchange equal $35, so the transfer is blocked. If
law can lower the transaction costs of exchange from $35 to $10, transaction costs
will no longer block private exchange. When private exchange is not blocked, the
obligation of the rancher to build the fence (farmers’ rights) can be transferred to
the farmer (ranchers’ rights), thus creating a net benefit of $15. In terms of the
graph, we assume that the initial situation corresponds to B, but law lubricates ex-
change and changes the situation into A. In general, lubricating the law corre-
sponds to moving from right to left in Figure 4.3. When law lubricates private
exchange sufficiently to cross the 45° line from below, the law enables an ex-
change of legal rights to occur that would not otherwise occur.

Second, law can allocate rights to the party who values them the most. To il-
lustrate using our example of the farmer and the rancher, assume, as before, that
law assigns the obligation to fence to the rancher (farmers’ rights), so that a sur-
plus of $25 could be achieved by transferring the obligation to fence from the
rancher to the farmer (ranchers’ rights). Assume, also as before, that transaction
costs of private exchange equal $35, so that the transfer is blocked. Finally, assume
that law cannot lower the transaction costs of exchange. The other possible rem-
edy is to change the law and assign the obligation to fence to the farmer (ranchers’
rights), not the rancher (farmers’ rights). If the farmer has the obligation to fence,
the legal rights are allocated efficiently. When the right is already allocated effi-
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ciently, exchange of the right would produce a negative surplus. In our example,
the negative surplus equals ~$25, which corresponds to point C in Figure 4.3.
Consequently, changing the law from farmers’ rights to ranchers’ rights corre-
sponds to a move from B to C in the figure. In general, changing the law to real-
locate legal rights from the party who values them less to the party who values
them more corresponds to moving down in Figure 4.3. When law reallocates legal
rights sufficiently to cross the horizontal axis from above, the law makes private
exchange unnecessary.

Figure 4.3 illustrates that, by allocating rights initially to the party who val-
ues them the most, lawmakers save society the transaction cost of trading the
rights. However, lawmakers often do not know who values rights the most, and
finding out can be very difficult. To illustrate, consider the problem of finding out
the cost of fencing the farmer’s crops. When testifying in'court, the farmer has an
incentive to exaggerate these costs. Knowing this fact, the judge and the jury are
not sure whether to believe the farmer. As another example, assume that the courts
need to compensate the owners of Blackacre, which has been the estate of the Gas-
coyne-Stubbs family for 15 generations. Blackacre has a market value of $1 mil-
lion. Its present owner, Brewster Gascoyne—Stubbs, must value it at more than
$1 million or else he would have sold it. But how much more? Courts and legisla-
tors cannot tell, especially because, when asked, Mr. Gascoyne-Stubbs has incen-
tives to exaggerate.

Efficient lawmakers apparently face a trade-off between transaction costs and
information costs. By strictly following precedent, courts avoid the information
costs of determining who values a right the most and leave to the parties whatever
transaction costs of trading legal rights there may be. By determining who values a
legal right the most, courts relieve the parties of the transaction costs of trading le-
gal rights but incur the information costs of determining who values a right the most.
Efficiency requires the courts to do whichever is cheaper. To formalize this claim,
let IC denote the information cost to a court of determining who values a legal right
the most. Let TC indicate the transaction cost of trading legal rights. Efficient courts
would follow this rule:

IC<TC = allocate the legal right initially to the person who values
it the most;

TC<IC = strictly follow precedent.

QUESTION 4.12:

a. When transaction costs are low enough, efficient resource allocation
will follow regardless of the particular assignment of property rights.
When transaction costs are high enough, efficient resource allocation
requires assigning property rights to the party who values them the
most. How is this threshold indicated in Figure 4.3?

b. To achieve efficiency when transaction costs are high, the courts must
allocate the legal right to the party who values it the most. Use Fig-
ure 4.3 to explain this proposition.

R
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c¢. Can you use the normative Hobbes theorem to justify legislation regu-
lating the collective bargaining process between employers and em-
ployee unions?

d. When people strongly disagree, they may try to harm each other, or
they may walk away from a potentially profitable exchange. What does
the normative Hobbes theorem suggests the response of the law should
be to these two possibilities?

V. HOW ARE PROPERTY RIGHTS PROTECTED?

Now we have the tools to answer one of the four fundamental questions of
property law that we posed at the beginning of this chapter: “What are the remedies
for the violation of property rights?”” This question concerns how a court should
respond when a private person or the government interferes with someone’s prop-
erty rights. Our discussion in this chapter will focus on interference by a private
person. We consider government interference in the next chapter.

A. Damages and Injunctions

First, we need some background. The remedies available to a common law
court are either legal or equitable. The principal legal remedy is the payment of com-
pensatory money damages by the defendant to the plaintiff. These damages are a
sum of money that compensates the plaintiff for the wrongs inflicted upon her by
the defendant. The court determines the appropriate amount of money that will, as
the saying goes, “make the plaintiff whole.” The measurement of this sum is a
complex subject itself, which we discuss later.!* Equitable relief consists of an or-
der by the court directing the defendant to perform an act or to refrain from acting
in a particular manner. This order is frequently in the form of an injunction, which
is said to “enjoin” the defendant to do or to refrain from doing a specific act.!

Notice that legal relief is “backward-looking” in the sense that it compensates
aplaintiff for aharm already suffered, whereas equitable relief is “forward-looking™
in the sense that it prevents a defendant from inflicting a harm on the plaintiff in
the future. Thus, a court may combine the two forms of relief, awarding money
damages for past harms and enjoining acts that could cause future harm.

5There are two more things you should be aware of. First, if a defendant fails to pay a judgment that
a court has awarded against him or her, the defendant’s property may be seized and sold in order to
raise the judgment amount. Second, compensatory damages are to be distinguished from punitive
damages, which are money damages over and above compensatory damages assessed against the de-
fendant. The purpose of punitive damages is to punish the defendant, not to compensate the plaintiff.
We discuss punitive damages in Chapter 9.

' The consequences to a defendant of violating an equitable decree are far more serious than the con-
sequences of failing to pay a monetary judgment. A defendant’s failure to abide by an injunction
not only leaves the plaintiff at a loss, but it also constitutes an insult to the authority of the court. A
defendant who ignores an equitable order may be held in contempt of court and imprisoned until
she agrees to abide by the order.
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Damages are the usual remedy for broken promises and accidents, whereas
injunction is the usual remedy for appropriating, trespassing, or interfering with
another’s property. In other words, damages are the usual remedy in the law of
contracts and torts, whereas injunction is the usual remedy in the law of property.
To illustrate, the farmer will have to pay damages to the rancher for breach of a
contract to deliver hay or for accidentally shooting the rancher’s cow while hunt-
ing. But if the cattle trespass on the farmer’s crops (and if farmers have a right to
be free from the depredations of stray cattle), then the court will probably award
damages for past harm and enjoin the rancher to constrain her cattle in the future.

B. Laundry and Electric Company: An Example

An injunction may appear to be an absolute proscription on an act. For ex-
ample, if the court were to enjoin the future invasion of the farmer’s corn fields by
the rancher’s cattle, one might interpret that as meaning that the rancher will have
to erect a fence. This is a mistake. The injunctive remedy does not prevent the inva-
sion of the farmer’s property by the rancher’s cattle from ever occurring, only from
its occurring without the consent of the farmer. The farmer is free to make a con-
tract promising not to enforce the injunction. To illustrate, the farmer might agree
not to enforce the injunction in exchange for payment of a sum of money by the
rancher.

Given these facts, the right to an injunction should be regarded as a clear as-
signment of a property right. Once the property right is clearly assigned, its owner
may strike a bargain to sell it. Thus, if the court enjoined the rancher from allowing
future invasion by her cattle, this could be viewed as a declaration that the farmer
has the legally enforceable right to be free from invasion by cattle. If the ranch-
cr’s value on being allowed to invade the farmer’s property is greater than the
farmer’s value on being free from invasion, there is scope for a bargain in which
the rancher buys the right from the farmer.

Most legal disputes are settled by bargaining between the parties without go-
ing to trial, but the terms of the bargain are affected by the remedy that would be
available at trial.”” Specifically, the terms of the bargain are different depending
upon whether the remedy is damages or injunction. An example from Chapter 1
will help you to understand the relationship between remedies and bargains.

Facts: The E Electric Company emits smoke, which dirties the
wash at the L Laundry. No one else is affected because E and L are near
each other and far from anyone else. E can abate this external cost by
installing scrubbers on its stacks, and L can reduce the damage by
installing filters on its ventilation system. The installation of scrubbers
by E or filters by L completely eliminates the damage from pollution.
Table 4.4 shows the profits of each company, depending upon what
action is taken to reduce the pollution. (The profits that are shown in

'“T'his is referred to as “bargaining in the shadow of the law.”
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Table 4.4
Profits Before Legal Action
LAUNDRY
No filter Filter
ELECTRIC No Scrubbers 1000 100 1000 200
COMPANY Scrubbers 500 300 500 200

$The electric company’s profits are given first in the lower-left corner of each cell; the faundry’s
profits are given in the upper-right corner of each cell.

the matrix exclude any compensation that might be paid or received as
a consequence of a legal dispute.)

The numbers in Table 4.4 can be explained as follows. When E does not in-
stall scrubbers, its profits are 1000 (regardless of what the laundry does). When L
does not install filters and does not suffer pollution damages (because E has in-
stalled scrubbers), L’s profits are 300. Pollution destroys 200 of L’s profits. L can
avoid this by installing filters at a cost of 100, or £ can avoid it by installing scrub-
bers at a cost of 500. Check to see that you can use these facts to explain the
numbers in the table.

The most efficient outcome is, by definition, a situation in which the total
profits for the two parties, called the “joint profits,” are greatest. The joint profits
are found by adding the two numbers in each cell of the table. Joint profits are
maximized in the northeast cell, where 1200 is attained when E does not install
scrubbers and L installs filters.

The harm caused by pollution represents a source of contention between E
and L. They may be able to settle their disagreement and cooperate with each other,
or they may fail to cooperate and litigate their dispute. What we are interested in
determining here is how the remedy available from a court may induce the parties
to achieve the efficient solution and thus to minimize the harm of pollution.

Suppose that E and L litigate their disagreement. Three alternative rules of
law could be applied in the event of a trial:

1. Polluter’s Right: E is free to pollute.

2. Pollutee’s Right to Damages: L is entitled to compensatory damages
from E. (Compensatory damages are a sum of money that E pays to L
to make up for L’s reduced profits due to E’s pollution.)

3. Pollutee’s Right to Injunction: L is entitled to an injunction forbid-
ding E to pollute. (An injunction is a court order requiring E to stop
polluting.)

Let us determine the value of the noncooperative solution under each of these rules
as depicted in Table 4.5.

Beginning with rule 1, if E is free to pollute, the most profitable action for £
is not to install scrubbers and to enjoy profits of 1000. The most profitable re-

T N
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Table 4.5
Profits From Bargaining Under Three Legal Rules
NONCOOPERATION SURPLUS COOPERATION
E L E L
rule 1 polluter’s right 1000 200 0 1000 200
rule 2 damages 800 300 100 850 350
rule 3 injunction 500 300 400 700 500

sponse for L is to install filters and enjoy profits of 200. Thus, the noncooperative
value of the rule of free pollution is 1200. This is the efficient solution, which is
in the northeast cell of the table.

Turning to rule 2, assume that E must pay damages to L and also assume that
L has no legal duty to install filters (no duty to “mitigate”). If E must pay damages
to L for polluting, then L will not bother to install filters. E will have to pay dam-
ages to L equal to the difference between the profits L enjoys when there is no pol-
lution, 300, and the profits L enjoys with pollution, 100. E has a choice between
installing the scrubbers and paying damages of 200 to L. The more profitable al-
ternative is for E not to install the scrubbers: it initially realizes 1000 in profits,
from which 200 must be subtracted to pay damages, leaving E with net profits of
800. L enjoys net profits of 300 (100 from its operations plus 200 from E). The
noncooperative value under rule 2 (a rule of liability for compensatory damages)
is then 1100 = 300 + 800. This is the value in the northwest cell in the table.

Turning to rule 3, if E is enjoined from polluting and responds by installing
scrubbers, E’s profits equal 500. When E installs scrubbers, L will not bother to in-
stall filters, so L’s profits will be 300. Thus, the noncooperative value under the
rule of enjoining pollution is 800 = 500 + 300, which corresponds to the south-
west cell of the table.

Under the pessimistic assumption that E and L cannot cooperate, only one of
the legal rules produces an efficient outcome — namely, rule 1. Instead of making
the pessimistic assumption that the parties will be unable to cooperate, suppose
we make the optimistic assumption that the parties can settle their disagreement
cooperatively. (We are assuming that transaction costs are very low.) When E and
1. cooperate, their best strategy is to maximize the joint profits of the two enter-
prises. The profits are maximized when they take the efficient course of action,
which, in this case, is for L to install filters and E not to install scrubbers, yielding
joint profits of 1200. This is the efficient solution in the northeast cell.

There are, thus, two ways to achieve the efficient solution. One way is for the
law to adopt the rule for which the noncooperative solution is efficient. This solu-
tion is commended by the normative Hobbes theorem. In our example (but not
necessarily other pollution examples), the noncooperative solution is efficient un-
derrule 1, which gives E the freedom to pollute. The other way to achieve efficiency
is for the parties to cooperate. The cooperative solution is efficient under all three
ol the possible laws. According to the Coase theorem, inefficient allocations of
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legal rights by laws such as rules 2 and 3 will be cured by private agreements, pro-
vided that bargaining is successful.

If transaction costs equal zero and successful bargaining can cure inefficient
laws, what difference does the law make? One answer is that the law affects the
distribution of the cooperative product, which affects bargaining. To illustrate this
point about distribution, recall how the structure of the law — such as rules 1, 2,
and 3 — affects the threat values of the parties. A reasonable bargaining solution
is for each party to receive his or her threat value plus an equal share of the coop-
erative surplus. Each party to a bargain would prefer the rule of law that provides
him or her with the largest threat value. Specifically, the threat value of the plain-
tiff in a property dispute is at least as great when the remedy for future harm is in-
junctive relief as when the remedy is damages. The plaintiff, consequently, prefers
the remedy of injunctive relief for future harm, or, better yet, injunctive relief for
future harm and damages for past harm. In contrast, the defendant prefers the
damage remedy for future harm or, better yet, no remedy.

The effect of the rule of law on the distribution of the cooperative product can
be computed precisely for E and L. Imagine that E and L enter into negotiations,
and, to keep the arithmetic simple, assume that negotiating a settlement or going
to trial is costless for the parties (swallow hard!). The noncooperative payoffs —
that is, the profits the parties can get on their own if negotiations fail — are shown
in Table 4.5 under each of the three rules. The cooperative surplus, which equals
the difference between the joint profits from cooperation and the threat values, is
shown in the middle column. A reasonable bargaining solution is for each party to
receive his or her threat value plus half the surplus from cooperation. The payoffs
to the two parties from cooperation are given in the two columns on the right side
of the table. Notice that in each case the cooperative payoffs sum to 1200, but that
L receives the largest share under the injunctive rule (rule 3), an intermediate share
under damages (rule 2), and the smallest share when E is free to pollute (rule 1).

QUESTION 4.13: Why is the cost to the defendant of implement-
ing an injunction to end future interference at least as great as paying
damages for future interference? Is this fact generally true or just a spe-
cial feature of this example?

C. Efficient Remedies

We mentioned that injunction is the usual remedy for breach of a property
right. We would like to explain this generalization, as well as exceptions to it, in
terms of efficiency. The preceding example showed that damages and injunctions
are equally efficient remedies when transaction costs equal zero. Consequently,
differences in their efficiency must depend upon transaction costs. To explain why
injunction is an efficient remedy for breach of a property right, we must discuss
the connection between property rights and transaction costs.

Earlier we noted that bargaining is more successful when the legal rights of
the parties are clear and simple. Injunction is often clearer and simpler than dam-
ages. Injunction is clearer and simpler because the determination of damages by
courts can be unpredictable. To illustrate, it is difficult for a court to assign mone-
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tary value to the damage caused by the Windsong satellite’s straying into the orbit
of Orbitcom’s satellite in Example 2. Similarly, it is difficult for a court to assign
monetary value to the damage caused by the intrusion of Potatoes’ house onto two
meters of Parsley’s land in Example 5. In contrast, the right to an injunction gives
the parties a clear position from which to bargain. In the course of bargaining, they
may establish the value of the damage themselves.

These facts suggest that the injunctive remedy may be more efficient than
damages when the parties can bargain with each other. In other words, the best
policy for the law is to lubricate bargaining by defining clear and simple rights
when transaction costs are already low.

If, however, transaction costs are so high as to preclude bargaining, defining
clear and simple rights contributes little to efficiency. To illustrate, suppose that
each of the homeowners affected by the stench from the feedlot in Example 3 at
the beginning of the chapter had the legal right to enjoin the feedlot from emitting
the stench. In order to continue operating, the feedlot would have to negotiate an
agreement not to enforce the injunction with each of the homeowners. Transaction
costs preclude negotiating so many agreements. On the other hand, if each of the
affected homeowners were entitled to money damages, the court might order com-
pensation according to a simple, “wholesale” formula, so that the feedlot could
pay damages and continue operating. These facts suggest that damages may be a
more efficient remedy when transaction costs are high.

‘We have reached the conclusion of a famous article by Professor (now Judge)
Guido Calabresi and A. Douglas Melamed,'® who proposed the following rules for
determining the best remedy for violating a legal right:

Where there are obstacles to cooperation (i.e., high transaction costs),
the more efficient remedy is the award of compensatory money damages.

Where there are few obstacles to cooperation (i.e., low transaction
costs), the more efficient remedy is the award of an injunction against
the defendant’s interference with the plaintiff's property.

These two propositions have a simple interpretation in terms of Figure 4.3. In
the “no-trade” zone, which consists of points below the 45° line, the more efficient
remedy is damages. In the “trade” zone, which consists of points above the 45° line,
the more efficient remedy is an injunction.

To illustrate these rules, consider a modification of the example of the laun-
dry and the electric company. Instead of assuming that bargaining costs are zero,
let us assume that these costs are so high as to preclude bargaining. Consequently,
the outcome that will prevail is the “noncooperative” solution in Table 4.5. The non-
cooperative solution under the damage rule yields joint profits of 1100, whereas
the noncooperative solution under the injunction rule yields joint profits of 800.

"“Calabresi and Melamed, Property Rules, Liability Rules, and Inalienability: One View of the Cathe-
dral, 85 HARv. L. REV. 1089 (1972). As the title indicates, the authors consider a third method of en-
couraging the efficient use of property — inalienability, the forbidding of a bargaining solution to the
use of a property right. We discuss the efficiency of that method briefly in the next chapter.
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Thus, the example illustrates the fact that the damage remedy is at least as efficient
as the injunctive remedy when transaction costs preclude bargaining.

The reason that damages are more efficient than injunctions when transaction
costs preclude bargaining is easy to see from this example. If damages perfectly
compensate the laundry, its profits remain the same (specifically, 300) regardless
of whether or not the electric company pollutes. So, the laundry is indifferent be-
tween the damage and injunction remedies (assuming no bargaining). Under the
damages remedy, the electric company can pollute and pay damages, or it can
abate and not pay damages. Its profits increase from 500 to 800 when it pollutes
and pays damages, rather than abating. In contrast, an injunction (with no bar-
gaining) removes this choice. Specifically, the injunction forces the electric com-
pany to abate, in which case its profits are 500. In general, when transaction costs
preclude bargaining, a switch in remedy from injunction to compensatory dam-
ages makes the victim no worse off, whereas the injurer may be better off and can-
not be worse off.

We have illustrated the superiority of the damages remedy when transaction
costs are high. Now we modify the example to illustrate the superiority of the in-
junctive remedy when transaction costs are low. Assume that bargaining (or trans-
action) costs are positive but that, because an injunction is so simple and clear, these
bargaining costs are less under the injunctive remedy than under the damages rem-
edy. Specifically, assume that transaction costs equal 150 under the damages rule
and 50 under the injunction rule. As indicated in Table 4.5, the surplus from co-
operation under the damages rule equals 100, so the net benefit from cooperation
equals —50 (= 100 — 150). Given negative net benefits from cooperating, the par-
ties have no scope to bargain under the damages rule. Instead of bargaining, the
electric company will poliute and pay damages, yielding net profits of 800 to £
and 300 to L, and joint profits of 1100 (= 800 + 300).

In contrast, the surplus from cooperation under the injunction rule equals 400,
and bargaining costs equal 50, so the net benefit from cooperation equals 350
(= 400 — 50). Given positive net benefits from cooperating, the parties have scope
to bargain. A reasonable agreement would give each company its threat value plus
half of the net benefits from cooperating. Specifically, a reasonable agreement
yields net profits equaling 675 to E and 475 to L, and joint profits of 1150. In this
example, the injunctive remedy is more efficient because it lubricates private bar-
gaining sufficiently to induce cooperation.

When these two rules are applied in practice, the preferred legal remedy de-
pends in large part upon how many parties must participate in a settlement. Most
of our bargaining examples concern two parties. Communication between two
parties is usually cheap, especially when they are near each other. Similarly, many
property disputes frequently involve small numbers of contiguous land owners.
The obstacles to cooperation are usually few in disputes involving a small number
of geographically concentrated people who know each other well. In those cir-
cumstances, communication costs are obviously low; the parties can monitor the
agreement at low cost because each person can observe what happens on her own
land; and, finally, the strategic costs are low if land ownership is stable and con-
tiguous owners know each other well. Bargaining is likely to be successful in these
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circumstances and, therefore, the most efficient remedy for resolving most prop-
erty disputes is injunctive relief.'

However, many bargains involve three or more parties. The greater the num-
ber of people involved and the more dispersed they are, the greater the costs of
communicating among them. Private bargaining is unlikely to succeed in disputes
involving a large number of geographically dispersed strangers because commu-
nication costs are high, monitoring is costly, and strategic behavior is likely to oc-
cur. Large numbers of land owners are typically affected by nuisances, such as air
pollution or the stench from the feedlot in Example 3. In these cases, damages are
the preferred remedy.

QUESTION 4.14: Use the theory of transaction costs to explain
whether the following rights should be protected by injunction or
damages: ' ‘

a. aland owner’s right to exclude from his property a neighbor’s gas line.

b. a new car owner’s right to have her car’s defective transmission re-
placed by the seller.

¢. a homeowner’s right to be free from air pollution by a nearby factory.

d. a spouse’s right to half the house upon divorce.

QUESTION 4.15:  Suppose that two people choose to litigate a dis-
pute. Should the law presume that if two parties are prepared to litigate,
transaction costs must be high, and therefore the court should choose
damages as the remedy, not an injunction? ’

Several important articles on property rules and liability rules have appeared
in the past few years. Ian Ayres and Eric Talley (Solomonic Bargaining: Dividing
a Legal Entitlement to Facilitate Coasean Trade, 104 YALEL. J. 1027 (1995)) have
argued that the traditional argument that we have articulated in the text is incom-
plete. They argue, instead, for the general superiority of liablility rules — even in
situations of low transaction costs. They note that when transaction costs are zero,
property rules and liability rules are equally efficient at protecting a property in-
terest. They then go on to suggest that dividing an entitlement — by, for example,
giving the owner less-than-complete rights to exclude invaders and simultaneously
giving invaders some rights to invade another’s property involuntarily — can in-
duce the parties to bargain to a solution (as to which of them values the property
more) better than would a property rule. An important implication of this analysis
is that making property entitlements clearer may not lead to more efficient use of
that property; rather, efficient resource use may depend crucially on making prop-
erty claims fuzzy.

Louis Kaplow and Steven Shavell (in Property Rights and Liability Rules: An
Economic Analysis, 109 HARv. L. REV. 713 (1996)) take a different view from that
of Ayres and Talley, but one that is distinguishable from the traditional understand-
ing of Calabresi and Melamed. They argue generally (but not always) in favor of

""This explains Calabresi and Melamed’s characterization of equitable remedies as “property rules.”
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liability rules for controlling externalities and generally (but not always) in favor
of property rules for interference with entitlements in things.

Finally, several scholars have re-examined the entire issue of property rules
and liability rules in a special symposium issue of the Yale Law Journalin 1997 on
the occasion of the 25th anniversary of the publication of Calabresi and Melamed’s
article.

V1. WHAT CAN BE PRIVATELY OWNED?
A. Public and Private Goods2°

In this section we turn to another fundamental question of property law:
should property rights be privately or collectively held? First, we use the economic
distinction between public and private goods (developed in Chapter 2) to differ-
entiate those resources that will be most efficiently used if privately owned from
those that will be most efficiently used if publicly owned.

Most examples of property that we have discussed thus far in this book are
what economists call “private goods.” Goods that economists describe as purely
private have the characteristic that one person’s use precludes another’s: for ex-
ample, when one person eats an apple, others cannot eat it; a pair of pants can be
worn only by one person at a time; a car cannot go two different directions simul-
taneously; and so forth. These facts are sometimes summarized by saying that
there is rivalry in the consumption of private goods.

The polar opposite is a purely public good, for which there is no rivalry in
consumption. A conventional example of a public good is military security in the
nuclear age. Supplying one citizen with protection from nuclear attack does not
diminish the amount of protection supplied to other citizens. For a purely public
good, there is no rivalry in consumption.

There is also another attribute that distinguishes private and public goods.
Once property rights are defined over private goods, they are (relatively) cheap to
enforce. Specifically, the owner can exclude others from using them at low cost.
For example, a farm can be fenced at relatively low cost to exclude trespassing cat-
tle. With public goods, however, it is costly to exclude anyone from enjoying
them. To illustrate, it is virtually impossible to supply different amounts of pro-
tection against nuclear attack to different citizens.

Having explained the private-public distinction in economics and law, we can
now relate them to each other. The relationship is very simple: efficiency requires
that private goods should be privately owned and public goods should be publicly
owned. In other words, efficiency requires that rivalrous and excludable goods
should be controlled by individuals or small groups of people, whereas nonrival-
rous and nonexcludable goods should be controlled by a large group of people
such as the state. Thus, the distinction between private and public goods should
guide the development of property rules to answer the question, “What can be pri-
vately owned?”

2Before reading this section, you may find it helpful to review the material on public goods in Chapter 2.
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We can explain the central idea, not the details, for this prescription. Being ri-
valrous, private goods must be used and consumed by individuals, not enjoyed
equally by everyone. Efficiency requires the use and consumption of each private
good by the party who values it the most. In a free market, exchanges occur until
each good is held by the party who values it the most. Thus, the law can achieve
the efficient allocation of private goods by, for example, lowering bargaining costs
by assigning clear and simple ownership rights. Once the state recognizes private
property rights, the owner of a private good can exclude others from using or con-
suming that right, except by the owner’s consent. The owner’s power to exclude
channels the use or consumption of private goods into voluntary exchange, which
fosters the efficient use of those goods. This is an example of “lubricating bar-
gaining.” _

In contrast, the technical character of public goods obstructs the use of bar-
gaining to achieve efficiency. To illustrate, suppose that a particular city block is
plagued by crime, so some residents propose hiring a private guard. Many resi-
dents will voluntarily contribute to the guard’s salary, but suppose that some
refuse. The paying residents may instruct the guard not to aid nonpayers in the
event of a mugging. Even so, the presence of the guard on the street will make it
safer for everyone, because muggers are unlikely to know who has and who has
not paid for the guard’s services. Given these facts, there is not much that the pay-
ers can do to compel nonpayers to contribute. -

Those people who do not pay for their consumption of a public good are
called “free riders.” To appreciate this concept, imagine that a street car has an
electric meter in it and, in order to make the street car move, the riders must put
money into the meter. The riders will realize that anyone who pays provides a free
ride for everyone else. Perhaps some riders will, nonetheless, put their full fare
into the meter; some will put some money in but not their full fare; and some will
not put anything in at all. Because of “free riders,” not enough money will be put
in the meter, so the street car company will provide fewer street cars than
cfficiency requires. In general, markets supply too little of a public good because
the private supplier cannot exclude users of it who do not pay their share of the
costs.

We have explained that private goods, which exhibit rivalry and exclusion,
ought to be privately owned, and that public goods, which exhibit nonrivalry and
nonexclusion, ought to be publicly owned. We illustrate this proposition as ap-
plied to land. Some efficient uses of land involve a small area and affect a small
wroup of people, such as building a house or growing corn. “Housing” and “corn”
are rivalrous goods with low exclusion costs, so markets easily form for housing
and corn. Other efficient uses of land involve a large area and affect a large group
ol people. For example, the use of an uncongested airspace by airplanes or the use
ol the high seas for shipping are not rivalrous and ex